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LONG-TERM GOALS 
 
A fully coupled global atmosphere/ocean/ice/wave/land prediction system providing daily predictions 
out to 10 days and weekly predictions out to 30 days. 
 
OBJECTIVES 
 
The first objective is designing the infrastructure for operational implementation of the fully coupled 
global system with weakly couped data assimilation (DA). This design includes scoping the system to 
fit within the constraints of the operational centers, while being mindful of both computational and 
manpower resources.  Determination of the run cycle will take into account the three main forecasts 
(10-day deterministic, 30-day deterministic and 90-day probabilistic) with data assimilation for the 
different components to be considered. Data streams, inputs and post-processing also will be 
considered. 
 
The second objective is the validation framework of the three primary forecasts.  The validation should 
be conducted relative to traditional metrics that have been used in prior transitions of individual ESPC 
components.  In addition, the ESPC forecasts will be validated against the ESPC demonstration goals. 
 
APPROACH 
 
Work area: Design infrastructure for operational implementation for coupled system 
 
The supporting infrastructure development will begin to cycle with the data assimilation of each 
component, provide the appropriate daily hindcasts, include the analysis insertion as appropriate. The 
first step will be a weakly coupled DA system with data assimilation carried out separately for 
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individual components at the initial time. The exchange variables between components will be adjusted 
to ensure consistency and balance as necessary.  This will be controlled by the scheduling of individual 
jobs. As the truly coupled DA system developed under separate projects become available and mature, 
they will be integrated into the full execution of the total system, ready for the ESPC demonstration. 
 
Work area: Validation testing relative to prior metrics and ESPC Demonstration goals 
 
Implement a scorecard of validation metrics and the necessary infrastructure needed to produce all 
components from the coupled system. Initially design a flexible modular approach which will perform 
validation testing of the coupled system using existing metrics; however, as the definition of new 
metrics occurs (such as those required to examine the exchange processes at the various interfaces) 
ensure the system can adapt to include these as well. Conduct validation relative to the national ESPC 
demonstrations. 
 
WORK COMPLETED 
 
Task 1: Develop infrastructure to run the ESPC with weakly-coupled DA. 
 
The operational implementation design document was submitted at the end of FY13, and appeared in 
print in February 2014 as an NRL Memorandum Report (Metzger et al., 2014). This has been used as a 
blueprint for the weakly-coupled system. We have successfully ported the individual data assimilation 
systems to a common HPC system at NAVO and completed assimilation cycles using the coupled 
ESPC exectuable for both the ocean/sea-ice and the atmospheric systems separately.  Work has now 
focused on aligning the assimilation windows, and unified application of the correction field.   
 
Task 2: Design deterministic script execution 
 
Successful runs of the ESPC system for deterministic forecasts have been completed in FY15. 
Configuration scripts for each component (e.g., NAVGEM, HYCOM, CICE) were created. In addition, 
a script to configure options for the Earth System Modeling Framework (ESMF) tools was created. 
Separating scripts per components allows for flexibility to run the ESPC system with different 
configurations. Scripts were also designed to easily setup the ESPC coupled executable. Separate 
scripts for different tasks were used for the ESPC coupled executable setup.  
 
Task 5: Hindcasting with deterministic system 
 
A period in January of 2014 has been used to test the deterministic system and compare with the 
operational runs for the same period. Hindcasting has also occurred for data intensive campiangs, such 
as DYNAMO. Last near real-time forecasting occurred for projections of September sea ice extent for 
the sea ice prediction network (SIPN).  
 
RESULTS 
 
Task 1: Develop infrastructure to run the ESPC with weakly-coupled DA. 
 
One of the largest hurdles are the different assimilation windows, and application of the correction 
field which is done incrementally for NCODA producing an analysis valid at the end of the 
assimilation window; while for the atmosphere NAVDAS-AR applies the correction for just a single 
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time at the center of the assimilation window.  To be more specific, NAVDAS-AR is used for 
assimilation in the atmospheric component NAVGEM. It is a 4D-Var system typically run with a 6-
hour update cycle which inserts the correction at a single time step in the center of the assimilation 
window. NCODA is the data assimilation system used for the ocean component GOFS. It is a 3D-Var 
system using first guess at appropriate time (FGAT) with a 24-hour update cycle and typically employs 
an incremental insertion of the ocean correction over a 6 hour time window with the analysis being 
valid at the end of the assimilation window.  Finally the NCODA correction field for the ice 
component is applied just once at the beginning of the assimilation window. There are practical 
advantages for using a consistent update cycle (combining the 24-hour ocean and 6-hour atmosphere 
cycles) and to insert the correction of the state fields in a consistent time period in both the atmosphere 
and ocean/ice model components: 1) minimum stopping and restarting of the coupled forecast model, 
2) no need to re-run certain times to obtain first guess fields, and 3) a common time at which both the 
ocean and atmospheric analysis are valid. In addition, there may be an increase of collocated high 
frequency ocean data used in the analysis, i.e. there will be less super-ob’ing of satellite SST data with 
shorter update cycles. 
 
A decision was reached to configure and test GOFS/NCODA using a 6-hour update cycle to match 
NAVGEM/NAVDAS-AR. Such a change to the GOFS scripting is non-trivial as illustrated in Figure 
1. The 24-hour first guess field needed by GOFS is a daily mean, rather than an instantaneous field. 
This is required to filter out the tidal frequencies in the ocean. However, this daily mean should not use 
output from the period when the incremental insertion is taking place. So the 24-hour mean is an 
average of four 6-hour forecast periods, three from 0-6 and one from 6-12.  More explicitly, the 24-
hour daily average at 18Z will use the 0-6 hour average from the forecast of the 00Z update cycle, the 
0-6 hour average from the 06Z update cycle, and both the 0-6 hour average and 6-12 hour average 
from the 12Z update cycle forecast. 
 
The necessary GOFS scripting changes have been implemented and two additional hindcasts are 
currently being integrated. Both use an NCODA 6-hour update cycle, but one has a 3-hour window for 
incremental insertion and the other uses a 6-hour insertion window. Before the switch is made in 
GOFS to a shorter update cycle, it must be determined to perform equal to or better than the existing 
24-hour update cycle and 6-hour incremental insertion window.  
 
The atmospheric model will use the preceding 3-9 hour forecast as background for the 4D-Var system.  
When the data assimilation conjugate gradiant solver is completed, the result is a correction field at 
half-hour bins over the 6-hour assimilation window.  In operational practice, the correction is only 
applied at the center of the assimilation window to create a valid analysis.  To be consistent with the 
coupling of the ESPC system, the NAVGEM DA system NAVDAS-AR is being modified to apply the 
correction incrementally over portions of the the assimilation window.  This would make a consistent 
application of the correction incrementally at the coupling timestep of the ESPC system.  This will 
allow the ocean and atmospheric compoenents of the ESPC to adjust to the modifications of state being 
caused by the correction fields.  In the current diagram shown in Figure 1, the atmospheric increments 
would be applied only over the final 3-hours of the assimilation window.  For the top line in Figure 1 
which produces a valid analysis at 06Z, the atmospheric correction would be incrementally applied for 
the final three hourly coupling timesteps of the coupled ESPC executable.  For the subsequent 12Z 
analysis, the NAVDAS-AR system would take the preceding 3-9 hour forecast (valid for 9-15Z), and 
again begin applying the correction incrementaly similarly over the final three hours of the assimilation 
window.  If a 3-hour incremental update of the NCODA system also seems to produce a robust result, 
the incremental application of the correction field can occur simultaneously over a 3-hour period. 
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Figure 1: Schematic of the 6 hour update cycle currently being tested for use in the ocean/ice 
components of ESPC. Here a 6 hour incremental insertion window (cyan) is illustrated. The red 

blocks indicate the length of the forecast that must be run with each cycle. 
 
To date, the GOFS system using NCODA has been run over two hindcasts with the shorter update 
cycle.  The hindcsat completed two months of integration, January and February 2015. Ocean error 
analyses have been performed similar to what has previously been done for GOFS Validation Test 
Reports. This validation is against unassimilated profile data and includes: temperature and salinity vs. 
depth, mixed layer depth/sonic layer depth/below layer gradient analyses, and acoustical trapping 
analyses. These preliminary analyses indicate that the shorter update cycle has a positive impact and 
reduces both bias and root mean square error (RMSE) for temperature in the upper 500 m of the water 
column, see Figure 2 as an example. The length of the time window for incremental insertion has little 
impact on the results. Figure 3 indicates that the shorter update cycle has little impact on salinity 
biases, but there is a positive impact on RMSE in the upper 150 m of the water column. The mixed 
layer depth/sonic layer depth/below layer gradient analyses and acoustical trapping analyses (not 
shown) are somewhat mixed, but overall indicate nominal improvement when using the shorter update 
cycle. 
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Background      Analysis 

Background      Analysis 

Background      Analysis 
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While these results are promising that a change in the update cycle in GOFS will actually lead to an 
improved upper ocean state, additional error analyses are currently being performed. These include an 
examination of the diurnal cycle of SST and mixed layer depth, and an error analysis of upper ocean 
velocity compared against drifting buoys. 

 
 

Figure 2: Temperature (°C) vs. depth error analysis in the upper 500 m against unassimilated 
profile observations at the nowcast time for four regions spanning the hindcast period January - 

February 2015. The top row shows mean error (ME - bias) while the bottom row shows root mean 
square error (RMSE).  The red curves are from GOFS 3.0 with a 24 hour update cycle and 6 hour 
incremental insertion window, the black curves from GOFS with a 6 hour update cycle and 3 hour 
incremental insertion window, and the green curves from GOFS with a 6 hour update cycle and 6 

hour incremental insertion window. The numeric values for ME/RMSE are averages from 8-500 m. 
N = xxxxxx represents the number of observations used in each region, e.g. if a single profile 

samples 18 times within this depth range, that number is added to the others to define the total. N/20 
gives the approximate number of profiles in each region. The minimum depth is 8 m because that is 
often the last depth sampled by Argo profiles. The gray lines in the ME plots are the tolerances set 

by NAVOCEANO for the temperature bias in previous GOFS OPTEST reports. 
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Figure 3: As in Figure 2 except for salinity (psu) vs. depth error analysis in the upper 500 meters. 

 
Task 2: Design deterministic script execution 
 
The deterministic script execution design uses separate scripts for NAVGEM, HYCOM, CICE, and the 
ESMF tools to set up the needed restart files and write the namelist file for each component. A top 
script sets options to determine which components will be used, and only small changes are needed in 
the top script if a different configuration is used (e.g., NAVGEM-HYCOM-CICE versus HYCOM-
CICE). In addition to the NAVGEM, HYCOM, CICE, and ESMF configuration scripts, the main job 
driver calls configuration scripts that set MPI options for the different computer platforms and 
interfaces with the machines queing system. A similar modular scripting philosophy of one-task per 
script was used to set up the model executable. Specifically, scripts were designed to (1) create the 
component directory, (2) set and write the compile options, (3) set ESMF path, (4) print options use for 
1, 2 and 3, and (4) compile the model if wanted. The separation of scripts into separate modular 
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components, promotes simplicity when the user choses to either set up new configurations or when 
new components are added.  Figure 4 shows this simple flow design; however, the subtleties are 
largely hidden in the configuration. These crucial configuration pieces are designed to be universal for 
use either deterministic runs or those which fully cycle with data assimilation.  Lastly, output 
components should do any necessary conversion of model output to formats necessary for both 
ingestion by subsequent model runs, data assimilation runs, or input to the verification pacakges. 
 

 
 

Figure 4: Simple schematic of flow for the deterministic system. 
 

Task 5: Hindcasting with deterministic system 
 
Hindcasting with deterministic NAVGEM-HYCOM-CICE system has been largely tested during the 
data intensive period of November 2011 DYNAMO campaign. Physics improvements have been 
developed in other work units, which has resulted in a better predictions of the Madden Julian 
Oscillation (MJO). Hindcast runs were also performed for projections of September sea ice extent, 
which are described in work unit 3. The team members have aggressively begun routine storage of 
operational output from both FNMOC, NAVO as well as ESMF regrid files which are being 
maintained on HPC long-term stoarge.  These archived files allow for all researchers to run their 
experiments, and will be the necessary inputs for the subsequent reanalysis ESPC projects. 
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IMPACT/APPLICATIONS 
 
ESPC forecasts will provide environmental information to meet Navy and DoD operations and 
planning needs throughout the globe from under the sea to the upper atmosphere, and from the tropics 
to the poles. 
 
RELATED PROJECTS 
 
Dependence on outside 6.2 work: ONR-funded MJO DRI; ONR-funded ITOP; ONR-funded Tropical 
Cyclone; ONR-funded Unified Physical Parameterization DRI; ONR-funded Seasonal Prediction DRI; 
NOPP-funded HYCOM; NOPP-funded waves work; NRL-funded high resolution ice coupling; NRL-
funded MJO 6.2; NRL-funded Fresh Water Fluxes 6.2; NRL-funded Wave conservation 6.2.  
 
Dependence on outside 6.4 work: The NUOPC interoperability layer under ESMF is a critical piece on 
which this development initially built upon. Large Scale Atmospheric Modeling (under 6.4 NAVGEM) 
is providing extensions and validation to NAVGEM. Large Scale Ocean Modeling is providing 
extensions and validation to HYCOM. Small Scale Ocean Modeling is providing extensions and 
validation to WaveWatch III. Ocean Data Assimilation is providing vertical synthetic covariance and 
data assimilation for HYCOM and new data streams from altimeter satellites. Atmospheric Data 
Assimilation is providing extensions and validation to NAVGEM assimilation. Satellite Ice is 
providing new data streams for assimilation in CICE. 
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