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I. Introduction

The "B" working group took a slightly different approach from the other working groups. To begin with, we first focused "within the bubbles" of Allan Robinson’s connection diagram to see in some detail what the prominent sources of environmental and other error/uncertainty were. We then looked at whether these errors/uncertainties were likely to be addressable by current or near future technology, i.e. whether the variability was likely to be well measured/described or whether it would remain as uncertainty in the foreseeable future. After looking inside each of the bubbles, we then looked at the connectivity arrows to see what the issues and approaches were in communicating error/uncertainty. Finally (though actually this was done both in the beginning and end), we discussed what both current and future fleet needs were, and what the products of this DRI should be both for basic research and fleet systems. 

In reporting our group’s deliberations, I will first isolate the individual topic areas we identified: 1) geology and geophysics, 2) physical oceanography, 3) new technologies, 4) remote sensing, 5) acoustics, 6) signal processing, 7) data error representation/visualization, 8) the mathematics of error connectivity, and 9) fleet and research needs and goals. (Their presentation will not be exactly in this order.) I will then try to connect things as best I can in a summary, realizing that two days of work in a workshop environment are only a beginning in attacking a topic as large as Uncertainty.

II. Geology

We first tackled geology and geophysics, and the discussion it engendered was perhaps a prototype for further discussions. As spokesman for the geologists, John Goff’s first statement was along the lines of: " We can give you the bathymetry, roughness and critical sub-bottom properties with a given resolution and variance with modern methods under various circumstances. But we need you to tell us: what measurements and to within what error do you really need for your various applications?" This simple statement/question raised many of the issues to be discussed later. First, it pointed out that the far end system/application could often be the dictator of what the desired error tolerance in the environmental description was. Second, it also said that our current technology could only provide so much information, which might or might not meet the "systems requirements." Finally, it pointed out that different circumstances would affect how much environmental information one could expect to have: a submarine would typically have less information than a battle group, and would likely have to deal with environmental uncertainty in a different fashion. In addressing these questions, was suggested that there was need for two-way "sensitivity study" of the relation between environmental error and system error. In the first direction, one would specify how well one could measure the environment (under various scenarios) and then see how the error propagated to the fleet system – would it be within acceptable bounds or not? In the second case, one would impose "system specs" for error, and then see what error limits these imposed on measuring the environment. Moreover, both types of study imply focus on "key" variables, rather than a mindless parameter study. Both types of studies also imply a dialogue between all the "bubbles" in our Uncertainty diagram. 

Another topic that soon came up was the "deterministic vs. stochastic cutoff", where one abandons exact descriptions of a given field in favor of its statistics. A favorite geological example of this is bathymetry versus roughness. Though one may define this point as desired, we really need to question how much information we can and should measure, how much information a data base should carry, and just what type of information the fleet needs – are statistics OK in a given case, or is the actual realization necessary? Again, this suggests a dialogue across the parts of the Uncertainty diagram. 

In a related vein comes the issue of geological modeling, in which one uses the knowledge of how geological systems are constructed (geomorphology) to extrapolate limited data to both larger and smaller scales. An example of this is the Geo-Clutter initiative, in which one is interested in how buried riverbeds act as false targets for active sonar systems. By understanding the nature of terrestrial river systems, and the subsequent erosion/burial process as sea level rises, and also by measuring various representative systems in the ocean, one may develop a reasonable model of remnant river systems. This model will have both an error associated with it, as well as a statistical-deterministic boundary, and these are where the Uncertainty initiative will interact with an environmental initiative such as Geo-Clutter. In fact, the group thought that this program might make a very good "example case" for the interaction between geology and error propagation/Uncertainty.

A final point that came up was the technology that could be made available to rapidly survey an area’s geology, particularly from a submarine. Mention was made of acoustic noise inversions, drop penetrometer probes, and torpedo tube launchable AUV’s which measure the environment. These could reduce the environmental uncertainty in forward areas where little data is available.

III. Physical Oceanography

In that this workshop had a heavy representation of physical oceanographers, oceanographic issues were certainly not slighted. And since the biggest drivers of acoustic propagation in shallow water are the ocean and the seabed, this emphasis was not amiss.

From the studies that have been done to date on 50-1000 Hz acoustic propagation in coastal regions, e.g. the PRIMER study that was used to illustrate some of the workshop’s concepts, it has become clear that the primary coastal oceanographic phenomena of interest are: coastal fronts, eddies (both local and spawned from external regions), and the internal wave field (both linear and nonlinear.) These oceanographic entities have large signal strength (particularly in temperature, which translates quickly to soundspeed) and gradients (both in the vertical and the horizontal.) Thus we consider them first and foremost.

To begin with, we noted that a sensitivity study of the error induced into a Navy system by these environmental features was appropriate, along very much the same lines as the study suggested in the Geology section. As in Geology, there is already some knowledge of the effects of these features on acoustics, but this knowledge is still somewhat incomplete. Moreover, the further links between the acoustics, signal processing, and fleet application are largely missing in this chain. 

Next, we started to look at the "most rudimentary" knowledge that is passed on to a fleet user, the climatological database. In the absence of any other in situ knowledge or modeling input, this data proves useful and exploitable. Concerning the data base, the questions arose: 1) how good is the coastal ocean data base (i.e. resolution and variance error estimates), 2) what of acoustic importance is missing from it, 3) is there more that could be added to it, particularly from the many basic research experiments recently conducted, and 4) have the ways to exploit it been adequately described via a "tac-memo", expert system, or other such means? 

Addressing the questions from the previous paragraph, we can look, as an example, at internal waves. The coastal internal wave field has been shown to be an important acoustic scatterer, both in its linear and nonlinear forms, but there is likely little data on it in the standard databases. However, there is a plethora of SAR data on coastal solitons, which could easily be incorporated, and moreover there is enough knowledge of their acoustic effects to allow some thought as to how to exploit them from a naval perspective. Similar arguments can be presented on eddies and fronts.

The next questions we considered were about our state-of-the-art measurements of coastally important features; specifically, 1) how good are they and 2) how good do they need to be for naval purposes? The general answer to the first question is: fair, but not great. We are just getting a handle on the important features in coastal regions, and while we are far from ignorant, we also have much more to learn. (The detailed answer to this would take too long!) The answer to the second question has yet to be addressed, and as stated before, needs to be the subject of a parameter study. However, one thought that again emerged was: what could one do with various degrees of data completeness? This is the situation we will really be dealing with, and is again just the "resolution" part of the error vs. what can be accomplished with limited data.


We next addressed what models could add to reducing uncertainty in our description of the ocean. There are numerous issues involved with answering this question, and as our group did not have a modeler in it, we addressed it in a more general sense. One thing that came up in our group discussions and also at meals was the perception that models, particularly data assimilating ones, try to produce realizations of the ocean down to about the mesoscale, whereas the limited quantity of data we will have in naval situations might point one more towards trying to get just the statistics of the variation at mesoscale and below . It was also noted that the regional coastal oceanography models don’t usually include tidal scale and faster phenomena, many of which are important to acoustics (e.g. internal tide "solibores.") Both the statistical issues and finer scale oceanography issues are being addressed by the Harvard group, and this seems to be the state of the art at present. Another issue in modeling, brought up by Bill Kuperman’s presentation, was the possible use of simplified feature models, which may be adequate for acoustics/naval system purposes. Again, this raises the issue of a reduced data set possibly being adequate for certain purposes.

Yet another issue that came up was that of sharp horizontal temperature gradients in the oceanography, which are important acoustically, as acoustic mode coupling is proportional to dc/dr. In the case of fronts, sharp gradients seem to be the rule, but in the case of eddies, some turbulent spectrum of length scales might be more appropriate, which could temper the "sharp edges." This pointed out the need for basic research in this area, in order to guide models, data collection, and data bases.

IV. Acoustics

Acoustics is, to a good degree, a nexus at which many disciplines meet. The physical oceanography, geology, and source/receiver (S/R) geometry and characteristics are fed into the acoustic wave equation (whether in the real world or in the computer) and the output of that equation is in turn fed into signal processing schemes en route to fleet displays. And though one can process raw signals and noise without recourse to making acoustics calculations (in "environmentally robust" mode, as discussed under signal processing), in general one can do better processing when aided by good environmental information and acoustic models. Moreover, even such basic tasks as proper S/R placement depend on knowledge of the acoustic propagation and its variability. Thus, acoustics is not just a transparent "bubble" between the environment and processing, but has issues of its own.

The first issue one always addresses in acoustics is the adequacy of the models. Regarding forward propagation, we are "almost there." Full wave, fully range dependent, broadband models are available, though they are still limited to frequencies below ~ 1 kHz. Regarding backscatter and reverberation, things are a bit more "under development." People routinely do reverberation calculations, but there are few standard codes available for the general community. Also, the physics of the bottom scattering is still a research issue. Despite this, one could state that the acoustics models are probably not a major contributor to the error budget being examined by the Uncertainty DRI. 

In acoustics, as well as in many other disciplines, the "deterministic/stochastic boundary" is an ongoing issue. Where one switches from realizations to the statistics of various acoustic quantities is still an open question.

Yet another issue in acoustics is using so-called "moment equations" to propagate statistical quantities and error, as opposed to using Monte Carlo techniques with realizations from the standard wave equation.

A simple acoustics issue, already mentioned above, is S/R placement in a variable medium. This consideration, though often fobbed off as trivial, is a strong determinant of what the received SNR is. To minimize bottom loss and improve SNR, one tries to put S/R in the lowest soundspeed water. The variability/uncertainty related question becomes: where is the cooler vs. warmer water? Knowing where it is, or even the spatial scales of variability, allows one to exploit the fully 3-D SVP, i.e. one knows how to reposition S/R depths and roughly how far to move horizontally to go from "worse seeing" to "better seeing."

V. Signal Processing

Signal processing for Navy applications generally aims to be "environmentally robust," i.e. need little environmental input, be insensitive to environmental fluctuations, and yet produce maximum "system gain." To the extent that it succeeds, it obviates the need for this DRI. However, fully robust processing is not a reality, and perhaps never can or will be. At present, knowledge of the environment and its variability is needed as input to beamformers, processing schemes, and error estimates. So let us go from there, realizing that future advances in robust processing may decrease the sensitivity of given systems to the environment and environmental error.

It is also true that what task you do in signal processing determines what environmental input is needed, and thus the sensitivity to environmental error. A simple beamformer needs very little environmental information, whereas a Bartlett matched field processor (MFP) asks for a complete description of the ocean soundspeed field (which, of course, it never gets.) 

In that this DRI is aimed at improving real Navy systems, we decided to look at examples of such systems. Our discussions included: search and detection algorithms, target state estimators (e.g. x,y,z localization, speed, course, etc.), trackers, classifiers, etc. Both active and passive systems were included. 

Starting with passive systems, we looked first at search and detection. The issues of energy levels and their fluctuations (the TL curve) and acoustic array coherence are primary ones here, both with very obvious environmental links. Trackers are bothered by deviations from the working assumption of a single, plane wave source, which occurs due to unpredictable, fluctuating multipath structure. Again, the connection to the environment is clear. Finally, one may do target state estimation with methods such as matched field processing, which have very strong and direct environmental inputs.

Turning to active systems, detection is hampered by clutter (mostly of geological origin) and the effects of propagation on the target echo, e.g. timespread. In localization, an active topic is depth estimation via MFP, which again has strong environmental input and dependence. Finally, we discussed classification. One trains classifiers on "free space" data, and exploits "free space" features. However, the classifiers in the real world observe the target echo after it has propagated through an uncertain environment, and so the "free space" pattern is corrupted. Our degree of environmental uncertainty determines how well (or poorly) we can eventually "deconvolve" such non-free space contamination.

We agreed that there are many more examples of where our environmental uncertainty affected processing schemes. The ones discussed above were just the ones we thought of off hand and had time to discuss.

VI. Mathematics

I have lumped a few issues under the rather broad heading of mathematics, just because they seemed to deal more with "statistics" and "general interpolation" issues than particulars of the environment. 

A large issue under mathematics is the "correct propagation of error" along the Uncertainty diagram. There are some interesting alternatives to be considered in doing this. Does one do standard Monte Carlo analysis (or some slightly more intelligent variation of it such as simulated annealing or genetic algorithms)? This is a fairly safe tactic, but is also an intensive one from a calculation standpoint. Moment equations are well known, but often depend on having a very good approximation to the probability density function (PDF), or at least some of its higher order moments. These are not always attainable. Finally, one can consider turning towards more elegant mathematics, such as the stochastic calculus ("Ito calculus"), which could be adapted to our purposes. Currently, all these approaches are viable alternatives.

In that the probability density function held a lot of our attention during working group meetings, some more discussion of the use of this mathematical entity is appropriate. In an ideal world, one "gets the PDF", calculates whatever moments are desired, and merrily moves on. In real life, non-stationarity (due to many causes, not the least of which will be S/R motion) limits how many independent realizations of the ocean (degrees of freedom) one may obtain before the process, and thus the PDF, changes. We all agreed in our group that this "available degrees of freedom" issue needs to be kept firmly in mind in the mathematics. 

In line with the above discussion, we would also note that "error" (uncertainty) in our workshop definition was defined in terms of a single realization, whereas in practice, one also needs to address the error in statistical quantities. We often use spectra or correlation functions as our first order entity of interest, and so our error in the power spectrum, or correlation function, or (more basically) the PDF is of interest. This is nothing new – it is just pointing out that one can consider the error/uncertainty in different and useful ways.

Finally, we addressed (originally under Geology) some of the issues of data interpolation. John Goff pointed out that "simple interpolations are too smooth and cannot include environmental variability at small scales." He then discussed an interpolation method called "conditional simulations" in which "one can interpolate finite data while maintaining known statistical character." This is an important issue to the acoustics, where both large scale and fine scale structure can strongly affect the field. A geology example would be bathymetry vs. roughness, whereas a PO example would be large scale oceanography versus internal waves. "Conditional simulations" is only one topic under the broad category of interpolation/extrapolation, which is a very important issue in error propagation and Uncertainty analyses.

VII. Data Visualization

Alex Pang, the data visualization expert within our group, voiced the opinion that his primary concern was how one sees/presents different types of data and the uncertainty in them. This visualization will be different for different disciplines (our "bubbles"), and the challenge is to present an "intuitive display" of the data and error. There are also the issues of very sparse data (extrapolation) and very dense data (decimation) to be considered. 

Image processing is also of interest, in that aircraft and satellite images are becoming more plentiful and useful. One wants to pull out useful information from the pictures; a good example is using a derivative filter on a temperature image to show where areas of large horizontal soundspeed gradient might be expected. 

VIII. New Technology

One statement about oceanography that all oceanographers would agree on is that the ocean and seabed are undersampled. Another statement that would get the nod is that technological advances have been the best way of attacking the undersampling problem, and probably will continue to be. Thus, while "robust processing" tries to diminish the amount of ocean data needed, ocean sampling technology will be working in the opposite direction, trying to provide more and better information. If and when these two amounts coincide, we will actually have completely adequate information about the ocean for a given usage. However, this is not the case yet, and we still have a long way to go to sample the ocean "adequately."

In our discussions, we identified some possible new technologies that will provide better ocean sampling and information, with the thought that these will eventually come into use by either directly by the fleet or by Navy survey operations such as NAVO. In the context of this initiative, this improved information translates into better measuring ocean variability and thus reducing uncertainty. We would note that this list is just representative, and not inclusive.

One of the most rapidly developing and promising new technologies is AUV’s. These can measure the water column and the bottom, can run independent and even adaptive missions, can work covertly, have become small enough to be carried by one person, and can cover amazingly large ranges (hundreds of kilometers) on a battery charge. These have worked well in coastal waters, and promise to be a common workhorse in years to come. Float technology, possibly augmented by onboard acoustic sources and receivers, could also be useful in the future, especially if such floats were "expendable" for the user. On board ship, a new generation of "towed thermistor cable" is profiling the ocean vertical structure and its variability with unprecedented resolution, and this technology could certainly be useful in quantifying the high frequency oceanography that acoustics senses.

In terms of acoustics systems, the thought was often expressed that a ship could use its onboard sonar systems to measure the environment as well as perform its more usual tasks. By using "sound sources of opportunity" (e.g. fishermen or merchant vessels), bottom and water column properties could both be probed, and possible ranges of detection estimated. "Beacon" or "guidestar" sources could also be deployed and used to probe environmental fluctuations. Systems such as acoustic communications networks already in place could be exploited to give some environmental data, in this case through their "channel equalization."

Onboard a Navy ship, three technologies that were discussed were: 1) automated data editing, 2) "instant data assimilation/fusion" and 3) development of expert systems to help work with ocean data issues. These technologies all have the common thread of quickly creating better ocean description products with less operator intervention. The last topic generated a lot of fun, both in group B and in the larger workshop group, in that we proposed the creation of a "Virtual Mr. Spock" as the expert system of choice. 

IX. Remote Sensing

Electromagnetic remote sensing is now somewhat of an old technology (though certainly with some new twists arising here and there), but it is an immensely powerful one whose potential has not yet been fully exploited in coastal scenarios. We took some time to look at how the evolution of satellite technology could decrease our uncertainty of the coastal ocean’s variability.

High-resolution radiometry (infrared sensing) is one of the oldest technologies, but to the extent that it can identify ocean features by their surface temperature expression, it is an invaluable one. One hindrance to using such techniques in coastal waters has been that the heat of the summer surface mixed layer can obscure any thermal features below. However, with the use of newer hyperspectral sensors and better recognition algorithms, some progress might be made in beating this current limitation.

Synthetic aperture radar (SAR) is a very powerful technology that can see through cloud cover, and can see surface roughness expressions quite well. This technology is currently one of the best tools for estimating nonlinear coastal internal waves, and indeed a "climatology" of such waves seems to be on the near horizon. SAR can also spot and track ship and submarine wakes, which makes it a very important technology for the Navy. Just how ocean structure and variability affects the production and continuity of those wakes is a "non-acoustic detection" problem of the first order for the Navy, and one which also jives well with the objectives of the Uncertainty DRI.

A new technology is the coastal radar dubbed "CODAR." This radar gives good estimates of both the surface wave field and near surface currents, and its possible adaptation to shipboard platforms is an attractive and intriguing possibility. 

One area of "environmental variability" that can strongly affect low frequency acoustics, but was not pursued very hard by the workshop, is fish schools. There was raised the possibility that the Coastal Zone Color Scanner’s (CZCS) measurements of chlorophyll could also be used to spot fish, and if this is true, then satellite remote sensing would allow us to quantify one of the most elusive fields of all, the biological one.

Another powerful technology that has trouble in coastal waters, but could perhaps be improved, is altimetry. Presently, the complex near shore bathymetry creates too much noise to allow the simple recognition of coastal oceanography features, but perhaps in the future such noise might be subtracted out.

These are just a few examples of where satellite technology might reduce our uncertainty of the ocean’s variability in the future, and as in previous sections, we realize our set of examples is not an all inclusive one.

X. Fleet Needs and Requests

In the final analysis, the end user of these efforts will be "the fleet," which is our somewhat generic description of the Navy’s air, surface, and submarine assets. As the end customer of this effort, we made a substantial effort to get their concerns, goals, and list of desired products from this DRI. Lt. Cdr. John Van Gurley was our primary fleet expert, and was not at all shy about voicing his viewpoint.

Let us first list the "concerns" that were voiced, which were generally expressed as questions. To begin with, there was the question "how do we judge this DRI as being successful or not from the fleet’s point of view?" The short form answer was to create a list of both short term (1-2 years) and long term (3-5 years) products that might be expected from the DRI. A second concern was finding out "where are we now?" It was not apparent that anyone had a real overview of the state of the art in how ocean variability and uncertainty affect fleet operations, and certainly that type of overview would be useful to the Navy. A practical concern was that current and near future fleet systems level issues be addressed by this DRI. A concern voiced by John van Gurley that got a few appreciative chuckles was that, if something were implemented from this work in fleet systems, it should "degrade gracefully." Finally, there was the concern that we improve the understanding by the 6.1 and 6.2 community of fleet needs. The 6.1 community in particular is rather removed from the operational Navy, but often has insights, data, etc. that can be immediately useful to the fleet. It was thought that this barrier needed to be lowered somewhat, not to turn the 6.1 community into an applied one, but rather to "let some of the low of the low lying fruit be picked quickly.

Some of the goals that were expressed were: 1) improve the confidence of the fleet in systems answers, simply by knowing how good or bad they are, 2) find ways to exploit ocean variability and uncertainty in both offensive and defensive modes, 3) increase automation and intuitive visualization, so as to lessen the burden on fleet operators, and 4) perhaps find a way (e.g. via an "expert system") to give sound scientific advice and guidance in circumstances where the operator is confused or over their head technically. 

As to concrete products, there were some definite short-term products defined, whereas the longer-term products were less specifically defined, not surprisingly. In the short term, the fleet was hoping that some of the insights gained by recent coastal acoustics/oceanography experiments could be turned into "tactical memos" for the fleet, and that these insights could be extended to critical operational areas. In the long term, improvements in the TDA and other fleet hardware and software were envisioned.

XI. Concluding Remarks

I would like to make a few concluding remarks in my role as leader of the B group. First of all, we had a fine, hard working, talented, and interactive group, so that I was more of a recorder than a leader. Second of all, though I often joked that the workshop was a virtual "Tower of Babel", it was very enjoyable to see people from vastly different disciplines and backgrounds come together and share their views and insights. Third, I would ask the forgiveness of my teammates if I somewhat "over-enjoyed" myself during the presentations, and indulged in a bit of kidding of my colleagues. The participants in this workshop are the best people in their fields, and I highly respect all of them. Next, I would like to state that I would very much like to see more of this "vertically and horizontally integrated" contact occur. This was an experiment that I, for one, think succeeded well, and improved communication is always a good start towards making scientific and technical advances. Finally, I would ask my colleagues forgiveness for any misrepresentations or errors found in here, as well as the (unavoidable) intrusion of some of my own personal philosophy in the write-up.
