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Abstract

One reason for a lack of good cognitive models of collaboration may be that it is too difficult to start by modeling the cognitive actions of a group.  A cognitive model of single collaborative acts is proposed.  In ill-structured situation domains, discovery of data is incomplete, interpretation inaccurate, and subsequent action imperfect.  In these domains, actors construct judgments and initiate collaborative acts to construct judgments in others to achieve effective joint work.  A cognitive model of collaborative acts can make improvements in a number of areas, such as, eliciting cognitive activity, reducing information overload and improving information exchange, GDSS brainstorming and rating processes, and sensemaking conversations.

1. Introduction

One can define collaboration as the joint effort of two or more agents to achieve a common goal.  One reason for a lack of good cognitive models of collaboration may be that it is too complex to start building cognitive models by trying to model the collaboration of a group over time.  It is proposed to start building better cognitive models of collaboration by developing a cognitive model for single collaborative acts.  Successful modeling of single collaborative acts may provide the insight and basis for modeling multiple, integrated collaborative acts.  The better this is done, the better one can build collaboration technology to support joint work.

The genesis for this model is the intersection of theories and ideas from a variety of disciplines that have nothing to do with collaboration, but when viewed from the perspective of collaboration, offer an intriguing basis for a cognitive model of collaborative acts.  Rather than reconciliation of theories, which is well beyond my goal, I am interested in what each theory has to say - is there an intersection of some ideas, for example, judgment, or are the theories orthogonal without any chance of intersection?

In addition, while this model appears to be valid for a variety of domains, the key domain of interest are those ill-structured situation domains where discovery of relevant data and relationships is incomplete, interpretation is inaccurate, and subsequent actions will a) fail in some way and b) alter the situation in some unknowable way, i.e., where collaborative agents must construct judgments in themselves and others and then act on these imperfect judgments. 

In the background section, several theories are explored for potential nexus. Next, several scenarios are explored that lead to the proposed cognitive model of collaborative acts.  Third, the model is described in relation to these scenarios.  Finally, some areas where is this model may contribute are discussed.

2. Background

The main purpose of this section is to understand how diverse theories, which on the surface are not related to each other and collaboration, can provide novelty and preciseness in building theories of collaboration.

2. 1 Osgood's Theory of Meaning

Osgood, in his Theory of Meaning, attempted to identify the objective meanings of words.  Coincidentally, Osgood started publishing this work about the time of the death of Wittgenstein, a philosopher whose earlier philosophy would be in complete agreement with Osgood's, but who completely rejected this objective reality in his later philosophy where he passionately proselytized that the meaning of words can only be ascertained through their use [1969].  However, Osgood's contribution is that he could explain about 50% of the variability in the meaning of words.  Of the 50% he could explain, most of it could be explained as (1) judgment along a bi-polar scale (70%), followed by (2) potency, how great or small, and  (3) action, moving in one direction or another.  For example, something is bad (judgment), very bad (potency), and getting worse (action/direction). Osgood also identified that there was correspondence between meanings of different words, for example, most people would likely identify more jumpability of the stream as good and less jumpability as bad, which can be seen as fraught with erroneous interpretations.  What Osgood does not account for is the difference in judgments of subjects for different situations.

2.2 Gibson's Theory of Affordance and Ecological Psychology

As agents move within an environment, they directly discern invariants through available informational structures that afford action possibilities.  These action possibilities, affordances, are available for the class of agents who have the same potential to discern these invariants from the same observation point.  There is a distinct bipolar nature to affordances.  Perceived affordances are those that are relevant to a particular agent and depend on active selection of available information by the agent [Gibson, 1979, Heft, 2001].  Active selection depends upon the goals, needs, and attunement of the agent [Heft, 2001].

2.3 Self-Awareness and External Observors (Perceiving versus Conceiving)

One conceives rather than perceives of a thing having a property [Clancey, 1997]. It would be consistent with Wittgenstein to say that a living agent can perceive and then act without self awareness.  Self-reflection (conception), or an external observer through inference, may cause the construction of a judgment that the object projected (afforded) some property to the actor.  For example, a deer comes upon a stream and unhesitatingly jumps it.  Through self-awareness, the deer may construct (conceive) a judgment that the stream is jumpable.  An external observer might infer that the stream projects (affords) jumpability which the deer perceives and then jumps. This does not make Wittgenstein a behaviorist, because it is not necessarily a simple learned (remembered) response: jump, to a stimulus: stream.  He would not say that the deer constructs the notion of jumpability and projects this onto the stream then jumps, which would be the view of the Lockean-constructionists.

2.4 Case Against Intermediary Internal Representations (Mental Models, Scripts, …)

While Wittgenstein and others do not reject self-reflection, in typical interactions within an environment, agents directly pickup information within the environment and act.  There are no intermediary internal representations, no private conversations, no mental models or invoked scripts, no "proverbial little men in the mind" that are invoked to take-in sensory information and process it [Bloor, 1983, Brand, 1979, Wilson, 1998, Heft 2001]. There is no mind/body dichotomy [Heft, 2001]. Knowledge can be thought of as attunement to pick up information within the environment that reveals invariants that afford action. This is consistent with Churchman's [] and Dening's [] definition of knowledge as providing a capacity to act.

This seems to be consistent with recent brain research investigations of perception [Yufik & Georgopoulos, 2002], counter to the notions of pattern matching [Clancey, 1997] and mental models [Cannon-Bowers et al, 1993, Gentner & Stevens, 1983, Johnson-Laird, 1983], and may partially explain why extensive research in real-world cognitive modeling is causing mental-modelist supporters to rethink their views [Hicinbothom et al, 2002].

2.5 Cognitive Construct Theory From an Ecological Viewpoint

Kelly's Cognitive Construct Theory proposes that each individual uses a limited, personal set of cognitive constructs to make sense of a situation [Adams-Webber, 1979].  A cognitive construct is “fundamentally an integrating and differentiating operation whereby at least two events are regarded as similar to one another, at the same time different from at least one other event [Adams-Weber,1979].”  In other words, personal cognitive constructs abstracts similarity and differences simultaneously.  Contrast is as necessary as similarity.

Cognitive constructs exist along a bipolar continuum (eg. jumpable/not jumpable) and are what we use to quickly make sense of events, they are our “cognitive shortcuts.”  “… we have a minimax problem; how to discriminate meaningfully the greatest variety of events with the least number of constructs.  Since constructs are not only hard to come by, but are difficult to keep in mind once you get them, it becomes psychologically strategic to devise a system which will do the most with the least [Kelly in Adams-Weber, 1979].”  Since one interprets stimuli from the same system of constructs one derives one’s original anticipation, “it is difficult to see how a person’s anticipations can ever be invalidated by events … truth becomes a matter of coherence within a system rather than a correspondence with reality [Adams-Weber, 1979].”  

He and his followers have found that individuals of different ages and from a variety of socio-economic backgrounds are consistent in identifying a set of cognitive constructs when queried.  This is not to say that people of different backgrounds have the same set of constructs, but that, except for individuals who demonstrate psychotic behavior, they propose that individuals will use a fairly consistent set of constructs for similar situations [Adams-Webber, 1979].  

The existence of cognitive constructs as posed by Kelly supports the notion of intermediate internal representations that filter sense-data.  However, Kelly and his followers elicit these constructs by requiring agents/subjects to reflect upon given situations.  Although Kelly did not use the term judgment, it appears that these cognitive constructs are judgments that individuals project onto the situation when queried about it; similar to the ideas of affordance described above.   Therefore, a plausible explanation for cognitive constructs are not that they are part of the set of internal representations that filter signals, but that they are constructions that occur when reflection is demanded of individuals.  While Kelly argues that cognitive constructs are unique, others have argued that similar cognitive constructs are available for more than one person at a time [Adams-Webber, 1979, Fransella & Bannister, 1977].  This further argues that for a class of agents with similar capacities to act, a similar set of cognitive constructs (or affordances) would be available when picking up invariants in the environment.  

What Kelly did not explicitly account for would be the interaction of the individual's goals, discernable situational properties, and the evocation of variable sets of cognitive constructs (or affordances).  Kelly's initial work was in psychoanalysis and he developed his techniques to understand how individuals responded to a set of individuals within one's sphere of influence.  While Kelly's work has been applied to a broad range of situations, what does not seem to be evident in these studies is how to explain variations in the evoked set of constructs (judgments), their changes in potency, and whether they are perceived as moving in one direction or another [Adams-Webber, 1979, Fransella & Bannister, 1977].  

2.6 Ramifications for Collaborative Acts

There are several ramifications for collaborative acts:

1. Radical change as to how shared meaning is constructed. These ideas mean moving away from idiosyncratic, subjective mental models of the world to the notion that agents with similar capacities to act can potentially discern similar action possibilities in the world.  It changes the direction from discovery and alignment of mental models to selectivity calibration and information structure sharing.  

2. Action and Judgment as Nexus.  Bipolar judgment constructions seem to be a powerful nexus among the various theories.  In the normal course of events, action possibilities avail themselves and upon self-reflection or through external observation, judgments are constructed to explain these action possibilities.
The next section presents two sets of scenarios that are used in the succeeding sections that elaborate the cognitive model of collaborative acts. 

3. Scenarios

In this section, two sets of scenarios are presented.  One set is an extension to a previously employed situation employed by Gibson Ecologists to explain affordance [Clancey, 1997].  In this set, the use of animals is allegorical and generalizable to a range of situations.  The second set relates to a military-oriented set of scenarios.  The questions in these two sets of scenarios are not rhetorical questions, in the sense that the reader is asked to actively try and answer them for himself or herself.  There will be no answers provided in this section.  The answers to these questions will be addressed in the next section that references these scenarios in building and explaining the cognitive model of collaborative acts.  

3.1 Scenario Set 1 - General Allegory

Scenario 1: A deer is grazing by a stream

· What is the jumpability of the stream? Low or High?  

· Is the stream becoming more jumpable or less jumpable?

Scenario 2: A deer is running for fun and comes upon a stream.
· What is the jumpability of the stream? Low or High?  

· Is the stream becoming more jumpable or less jumpable?

Scenario 3: A deer is being chased by a lion, running for his life and comes upon a stream.

· What is the jumpability of the stream? Low or High?  

· Is the stream becoming more jumpable or less jumpable?

In Scenario 4: Two deer are tethered and therefore must work together to achieve common goals.  They are running for their lives and come upon a stream. 
· What is the jumpability of the stream? Low or High?  

· Is the stream becoming more jumpable or less jumpable?

One deer tells the other deer to whom he is tethered a story: Last week another deer and I were running for our lives, I jumped this stream and survived, the other deer didn't and he died.

· What is the jumpability of the stream? Low or High?  

· Is the stream becoming more jumpable or less jumpable?

Scenario 5 is similar to scenario 4, except in this case, the two tethered deer need to obtain permission to jump the stream from another kind of animal, a snake, who is remotely situated at headquarters.
· What do the deer need the snake to understand for him to give permission?

· Is there anyway a snake, who has never jumped and can not jump, construct a similar judgment of jumpability?

· Is it necessary for the snake to construct anything like a judgment of jumpability in order for him to act?

· Does this change what data to send to headquarters?

· Do the deer help the snake construct other judgments, such as crossability or danger?

· If it is not possible or not necessary to construct in the snake the judgment of jumpability, is there a need for the deer to even ask permission?

3.2 Scenario Set 2 - Naval Operations

Scenario 1: A naval vessel is in homeport, getting ready to deploy where it will be sailing near a country that is possibly hostile. 

· What is the attackability of this country? Low or High?  

· Is the country becoming more attackable or less attackable?

Scenario 2: A naval vessel is peacefully patrolling off the coast of a country that is possibly hostile.
· What is the attackability of this country? Low or High?  

· Is the country becoming more attackable or less attackable?

Scenario 3: A naval vessel, patrolling off the coast of a country that is possibly hostile, picks up a high speed air target coming from the direction of this country.

· What is the attackability of this country? Low or High?  

· Is the country becoming more attackable or less attackable?

In Scenario 4, the naval vessel that is on patrol with another vessel off the coast of this country that is possibly hostile, picks up multiple high speed air targets coming from the direction of this country that requires joint action.

· What is the attackability of this country? Low or High?  

· Is the country becoming more attackable or less attackable?

The naval vessel then relays to the other naval vessel that 5 years ago he was on a ship in the same vicinity on patrol with another ship.  Their ship took evasive action and fired missiles immediately and survived, the other vessel didn't and was attacked by missiles killing a number of sailors.

· What is the attackability of this country? Low or High?  

· Is the country becoming more attackable or less attackable?

Scenario 5 is similar to Scenario 4, except in this case, the commander of the two naval vessels on patrol needs to obtain permission to take action from a politically-appointed, civilian leader situated at remote headquarters who has never served in the armed forces or been in harms way. 
· What does the commander of the naval vessels need this remotely-stationed leader to understand for him to give permission?

· Is there anyway for this leader, who has never attacked and will never actually attack anything, construct a similar judgment of attackability?

· Is it necessary for this remote leader to construct anything like a judgment of attackability in order for him to act?

· Does this change what data to send to headquarters?

· Does the naval commander help this remote leader construct another judgment, such as danger?

· If it is not possible or not necessary to construct in this remote leader the judgment of attackability, is there a need for the naval commander to even ask permission?

4. Cognitive Model of Individual Agents

Scenarios 1 through 3 from sets 1 and 2 will be used to build a cognitive model of individual agents. 

4.1 Set 1 - General Allegory.

Scenario 1: Deer, Grazing by a Stream 

The deer may perceive a stream, but at the moment of grazing, unless the deer is reflecting upon past experiences or projecting about future experiences, it is doubtful, from the deer's behavior, that the stream or any property of the stream is within deer's consciousness or subconsciousness.  The deer's goal to relieve his hunger and his current action to graze, make the questions with respect to stream jumpability irrelevant. 

Scenario 2: Deer, Running for Fun 

The deer's goal is to have fun and is currently running merrily through the woods and comes upon the stream.  If the deer jumps the stream, an observer could safely make the judgment that the stream is jumpable.  Wittgenstein would say that the deer perceived the stream and jumped, but that he did not internally first project onto the stream the property of jumpability.  

If the deer did not jump the stream, but headed up the bank of the stream, then the observer might infer (judge) that the stream is not jumpable.  However, based on what the observer knows about deer and the properties of the stream, he or she could judge that the stream is jumpable, but that the deer didn't want to jump.  An important question here is the relevancy of making external judgments of jumpability of the stream in this situation.

If the deer first stops at the stream, then backs up several steps and takes a running jump over the stream, an outside observer could safely make the judgment that the stream is jumpable and might infer that The deer had stopped to reflect and judge whether the stream is jumpable.  Wittgenstein acknowledges that interruption of activity and reflection is possible, but that in the normal course of events, The deer does not first project onto the stream his judgment of jumpability, before jumping.

Scenario 3: Deer, Running for his Life 

The deer's goal is to survive and is currently running for his life when he comes upon the stream.  Much of what was discussed in scenario 2 is relevant to this scenario and will not be repeated.  However, how do the changes in the goal and the current activity affect interpretation of the situation?  When you answered these questions for Scenario 3 in the previous section, Scenarios, did you judge that the stream is more jumpable and getting more jumpable because the deer was running for his life?  How does the change in the goal from fun to survival, change the observer judgments in this scenario in regards to the deer's behavior if he jumps, runs up the bank, or hesitates, then jumps?  What is the relevancy of making judgments of jumpability in this scenario versus scenario 2 if the deer does not jump?

4.2 Set 2 - Naval Operations

Scenario 1: A naval vessel is in homeport, getting ready to deploy where it will be sailing near a country that is possibly hostile.

Some personnel are considering the deployment and aware that some countries may be hostile, however, unless personnel are reflecting upon past experiences or projecting about future experiences, it is doubtful that they are projecting onto this country the affordance of attackability.  Their preoccupation with pre-deployment preparation make questions with respect to attackability relevant, but less urgent. 

Scenario 2: A naval vessel is peacefully patrolling off the coast of a country that is possibly hostile.

During patrol, it would make sense that naval personnel are more alert to the possibility of hostile action.  Unless there were some actions such as specific preparations to prepare for attacks,  an observer would not be able to infer(judge) that the country affords attackability.  

Scenario 3: A naval vessel, patrolling off the coast of a country that is possibly hostile, picks up a high speed air target coming from the direction of this country.

The naval vessel is patrolling the area to maintain presence in the area,  when a high speed air target heading in its direction is picked up.  Does the goal change from peaceful patrol to survival?  How does the change in goal affect interpretation of the situation?  When you answered these questions in the previous section, Scenarios, did you judge that the country is attackable and getting more attackable because the naval vessel is now focussing more on survival and has a high speed air target approaching? How does the change in goal to survivability and the high speed air target change an observer's judgments in regard to the naval ship's behavior if it decides to reverse direction at high speed or remain in position and place missiles in firing position?  What is the relevancy of making judgments of attackability in this scenario versus Scenario 2?

4.3 The Model

It is critical not to fall into the trap of cognitive modeling where one somehow uses a representation of a cognitive model as equating to how cognition actually occurs.  For example, a map of a campus is not the campus, but AI researchers have sometimes confused their representations of cognition with the actual way in which cognition occurs [Clancey, 1977].  Our overarching goal in developing a cognitive model of collaborative acts is to build better technology to support them.  If the model supports predictions and is disprovable, then it's a useful mechanism upon which to build supporting technology.   Based on Scenarios 1-3 in both sets, Figure 1 delineates a basic cognitive model of individual actors.
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Figure 1: Cognitive Model of an Individual Actor

Remembering the warning of not taking representations of cognition as being cognition, this model represents the cognitive model of an individual actor from an ecological psychology perspective.  As an actor with a certain capacity to act (Attunement) [Gibson, 1979; Heft, 2001] actively engages within his environment (Current Activity) [Gibbons, 1979, Heft 2001] for some purpose (Achieve goal or fulfill need) [Heft, 2001], the actor actively selects from available information structures to discern invariants that provide action opportunities [Gibson, 1979, Heft 2001].  Without self-reflection, behavior of the agent provides inference as to affordances perceived by the actor.

5. Cognitive Model of a Collaborative Act

In this section, the individual cognitive model is expanded to build a cognitive model of a single collaborative act.  As noted in the introduction, a model of a single collaborative act may provide useful insights and be a basis for building better technology to support the integrated set of collaborative acts within joint effort.

5.1  Constructing Shared Meaning With Agents of Similar Backgrounds

Scenario 4 (General Allegory): Two Deer Tethered, Running for Their Lives 

The two deer are tethered.  Their goal is to survive and they are running for their lives.  The tethering most likely changes the cognitive activity, in that successful behavior does not depend on a single actor.  It may in fact make the actors more self-conscious of what each needs to do in order to succeed.    The discussion of scenario 3 is relevant, but there is certainly another dimension.  

One deer decides to initiate a collaborative act by sending a message, in this case telling a story, an observable behavior.  It seems reasonable that the requirement for telling the story to another actor to achieve a common goal would cause self-reflection of the situation.  Although it's not clear if the deer will relay information that is not already shared by him and the other deer [Stasser, 1999], by the content of the story, it is reasonable to infer that the deer perceives the stream and projects the judgment onto the stream that it is jumpable, very jumpable, and getting more jumpable. The deer is trying to insure that this judgment, potency, and action of jumpability is constructed by the other deer.  It may also be reasonable to assume that the deer initiating the collaborative act may have incorporated into his behavior (the story), how the other deer makes sense of the world and her background and fashion a story to fit it.  It is also reasonable to assume that deer vary in their ability in constructing behavior (a story) that achieves the goal in the other deer.  To be a successful collaborative act, the story should help calibrate the other deer's selectivity state in addition to providing informational structures so that this deer perceives the similar affordance of stream jumpability.  In calibrating the other deer's selectivity state, the story must affect the other deer's goal/needs and attunement which affect information pickup.

As the receiver of the story, the other deer can respond by some behavior that is observable.  She may just jump or initiate a responding collaborative act by sending a responding message.  Simple acknowledgement of the story would not constitute a responding collaborative act.  The form of the stimulus (the story) may cause the deer receiving the story to reflect on the situation and construct a judgment of whether the stream is jumpable.  It is also reasonable that the receiving deer incorporates judgment of the sending deer in constructing her response to the story [Adams-Webber, 1979].

Scenario 4 (Naval Operations): A naval vessel is on patrol with another vessel off the coast of this country that is possibly hostile, picks up multiple high speed air targets coming from the direction of this country that requires joint action.

The situation is similar to the animal allegory.  The goals of the commanders of these naval vessels are to patrol and survive.  The need for joint action to survive most likely changes the cognitive activity, in that successful behavior does not depend on a single actor.  It may in fact make the actors more self-conscious of what each needs to do in order to succeed. 

Just as in the general allegory, one commander decides to initiate a collaborative act by sending a message, in this case telling a story, an observable behavior.  By the content of the story, it is reasonable to infer that the commander perceives the high speed target and projects the judgment onto the country from which direction the target is approaching that it is attackable, very attackable, and getting more attackable. The commander is trying to insure that this judgment, potency, and action of attackability is constructed by the other naval commander.  It may also be reasonable to assume that the naval commander initiating the collaborative act may have incorporated into his behavior (the story), how the other naval commander makes sense of the world and his background and fashion a story to fit it.  It is also reasonable to assume that naval commanders vary in their ability in constructing behavior (a story) that achieves the goal in the other naval commanders. To be a successful collaborative act, the story should help calibrate the other commander's selectivity state in addition to providing informational structures so that the other commander perceives the similar affordance of attackability. In calibrating the other commander's selectivity state, the story must affect the other commander's goal/needs and attunement which affect information pickup.

As the receiver of the story, the other naval commander can respond by some behavior that is observable.  The naval commander may just act or initiate a responding collaborative act by sending a responding message.  The story may cause the naval commander receiving the story to reflect on the situation and construct a judgment of whether the country is attackable.  If the receiving commander responds and initiates another collaborative act, it is also reasonable that the receiving commander incorporates judgment of the sending commander in constructing his response to the story [Adams-Webber, 1979].  Figure 2, which uses the general allegory, depicts the cases of constructing shared meaning with agents of similar backgrounds.
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Figure 2 - Constructing Shared Meaning With Agents of Similar Backgrounds

5.2 Constructing Shared Meaning With Agents of Dissimilar Backgrounds

Scenario 5 (General Allegory) : Permission Needed to Jump

Scenario 5 adds the dimension of someone higher in the hierarchy who the lead deer determines needs to give permission for them to attempt the jumping of the stream.  It also adds the dimension that the agent who needs to grant this permission may not have the capability of constructing the judgment of jumpability.  

Scenario 5 (Naval Operations): Permission Needed to Attack

Scenario 5 adds the dimension of someone higher in the hierarchy who the on-scene naval commander determines needs to give permission to attack the country from where these high speed targets are approaching.  It also adds the dimension that the person who needs to grant this permission may not have the capability of constructing the judgment of attackability.  

Figure 3 denotes a general schematic of constructing shared meaning with agents of dissimilar backgrounds. In the case of the general allegory, the snake does not possess the capacity to perceive jumpability.  In the case of naval operations, the person at headquarters may not possess the capacity to perceive attackability.  In this case, it may make more sense to find a common capacity that could be shared, such as the capacity to recognize a threat.
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Figure 3: Constructing Shared Meaning in Agents of Dissimilar Backgrounds
Figure 3 can also be used to portray a true-life story that demonstrates the case where participants of dissimilar backgrounds and experiences must make life-and-death shared-decisions.  A normally healthy woman complains of stomach pains and goes to the emergency room.   After several hours of testing and no definitive answer, a decision is made to keep her overnight for observation but with the impression that there does not appear to be anything especially serious.  The spouse returns home, goes to work, and gets a call at work from a surgeon he has never met who says he doesn't know what's wrong, but in 15 minutes, he wants to "perform surgery to explore."  The husband is not experiencing pain of the sick spouse, he could not understand medical facts if they were 

given to him, and he hesitates.  The surgeon tells him this story, "Two weeks ago, there was a patient who was not experiencing pain as much as your wife, we waited overnight, and she died."  The spouse immediately agreed to let the surgeon proceed. 

While one may interpret this as the surgeon constructing a judgment of surgical necessity in the spouse, it is more appropriately viewed as constructing a judgment of danger. The surgeon successfully constructed in the spouse the judgment that the situation is dangerous, very dangerous, and was getting worse.  The spouse was left with explicitly trusting the surgeon to make the best judgment and implicitly trusting the healthcare-provider system that trains, accredits, and oversees filtering of negligent health care providers [Agnew et al, 1997].  

Habermaas offers the concept of lifeworlds to explain the difficulty in achieving shared understanding among agents from different lifeworlds.  Borrowing loosely from Habermas [1984], agents of dissimilar backgrounds can find some common elements of lifeworlds than can be shared.  Figure 4 provides a schematic of an example of stratifying the shared social world of an individual agent.  The stratification presented in Figure 4 should not be considered complete nor the only possible stratification. The unshared subjective world can only be contained within the shared social world.  An agent living in the world is part of and helps to create a shared social world that provides attunement, the capacity to pick-up invariants, shared by others in this social world. 

As noted earlier, agents must calibrate selectivity state and share data to achieve similar pickup of invariants that reveal affordances (opportunities for action). The more shared the social world among individuals, the more shared the attunement, goals, and needs of agents and the easier it is to calibrate selectivity states.  Figure 4 provides direction in what can and needs to be communicated among agents to construct shared meaning.  For example, in Scenario 4 for the general allegory and naval operations, there is more sharing of lifeworlds than in Scenario 5 where the agents at headquarters who give permission for action.  In this case and the case of medical treatment, agents must find a common aspect of a lifeworld to share, for example, humans and animals can understand situations that afford danger.  These lifeworld differences can dictate the data exchanges that are possible and useful [See Figure 5]. 
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Figure 4: Stratification of Social and Subjective Worlds (Attunement)
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Figure 5: Message Construction Based on Habermasian Ideas

5.3 More on Message Content (Verbal, non-verbal, Use of Stories)

The message identified in Figures 2 and 3 is the external behavior of the agent.  It must facilitate selectivity calibration and provide data that must be picked up by the other agent as information to discern invariants that afford the action in question.  This behavior can be both verbal and non-verbal.

In Scenario 4 examples, the agents have similar backgrounds, are on the scene, and experiencing the situation for themselves.  Selectivity calibration and data exchange assumes much shared attunement.  Exchanging facts and stories that incorporate greater common assumptions (shared attunement) would be expected.  

However, in Scenario 5 for the general allegory and naval operations and the medical emergency example, there was an external player, similar to the non-patient spouse.  This external player is an integral part of the decision making process, but is not experiencing the situation for himself or herself, and may not have the ability to understand the relevancy of facts of the situation at hand.   As noted, perhaps the focus of the deer's effort should be to construct in the snake the judgment of danger or threat and not the judgment of jumpability.  Likewise, perhaps the focus of the naval commander's effort should be to construct in the civilian decision-maker at remote headquarters the judgement of danger or threat and not the judgment of attackability.  The decision makers at headquarters would then explicitly trust the local on-scene commander to make the best decision and implicitly trust the advancement system that puts commanders in this position of responsibility. 

Stories

Boland makes the case that when trying to have someone who does not share your background take your perspective, story telling can be more powerful than just facts, which may not be understandable by the receiving agent [1995].  He goes on to say that what makes a good story is one that is interesting and believable, and that believability depends on the receiver's judgment of the initiator [1995].  However, this paper provides greater understanding as to why stories are so important and what qualities make a good and bad story.  There is a good match between the requirements of the message by an agent initiating a collaborative act depicted in Figures 2 and 3 and the attributes of a good story [See Table 1].

Message Requirement
Story Attribute

1) Selectivity Calibration:

a) Current activity - agent moving in the world.  This relates also to Osgood's notion of direction/movement and Gibson's most important idea that an agent moving within the environment picking up invariants through information structures is the norm.

b) Goal motivation - one agent is to motivate the other agent to align goals to calibrate selectivity.  Osgood found that judgment and potency were used to give meaning to words.  

c) Attunement - what capacity to act (knowledge) needs to be conveyed to prepare the other agent to pickup invariants
1) Related to Selectivity Calibration:

a) Current Activity: A good story is usually dynamic.  I don't think you can have a story with out some idea of movement.

b) Goal Motivation:  A good story has a judgment (moral or value) that is conveyed along with its strength (potency).  Many times a story conveys the consequences of not abiding to some goal. 

c) Attunement:  A good story will provide the right level of attunement.  What this means, is that a good story builds on shared lifeworlds and moves the recipient from this point to a reasonable increased capacity to act.  A good story should not be over or below the recipient.

2) Data - what the initiating agent wants the receiving agent to pick up as part of the information to discern the invariants that afford action
2) Data - a good story puts the right kind of data into context so that it is picked up as information by the recipient

Table 1: Match of Message Requirements and Good Story Attributes

5.4 The Model

The Cognitive Model of Collaborative Acts integrates the Cognitive Model of an Individual Agent (Figure 1),  Figure 6 presents the action of Agent 1 at Time 2 when the agent initiates the collaborative act. 
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Figure 6: Agent 1 Time 2 - Initiation of Collaborative Act

(Need to Calibrate Selection State of Agent 2 to Perceive Affordance)

It is proposed that the very act of initiating a collaborative act causes Agent 1 to reflect and become self-aware of  the following:

1) what affordances are available,

2) the information picked-up of invariants that reveals these affordances,

3) possibly cognitive constructs (judgments) about Agent 2, and

4) the selection state variables that affect information pickup of invariants that reveal the affordances of interest.

What is observed is the behavior of Agent 1 towards Agent 2, i.e., what Agent 1 does to calibrate selection state and information pickup. Unless there is some reason to reflect on the message, the collaborative act ends with Agent 2 incorporating Agent 1's behavior within its active information pickup (Figure 7).  If Agent 2 decides to initiate a follow-on collaborative act, then the cycle repeats.
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Figure 7: Agent 2, Time 2: End of a Single Collaborative Act 

5.5 Contributions of the Model

There are a number of contributions this model can make to better understanding the cognitive basis of both individual and collaborative acts.

Evoked Judgments - Guidance for Information Exchange

The message in a collaborative act provides insight into the evoked sets of judgments of the situation, judgments about the other collaborator who receives the message, and judgments that the initiator believes the receiving collaborator uses to make sense of the situation.  For the most part, currently collaboration technology resources are focussed on sharing information so that what one collaborator sees another may also see.  In the military at least, part of this is driven by the oft-repeated desire of commanders to see unrefined/raw data so that commanders can make their own judgments.  Resources have also been focussed on overcoming the perceived inadequacies of non face-to-face communications by providing means to permit face-to-face interactions.  However, increasing bandwidth may only exacerbate problems in data signal overload. These evoked sets of judgments may offer guidance into what behavior (verbal and non-verbal messages) should be exchanged among collaborators so that "all data for everyone, always," is replaced by the "right kind verbal and non-verbal messages to the right agent at the right time."

This does not necessarily mean restricting access by constructing some impossible all-knowing filter to push what is needed.  However, this may provide guidance in both push and pull technologies as to what needs to be pushed and pulled. The sets of judgments evoked can at least become a basis for understanding the usefulness and success of messages that achieve the desired collaborative actions.  Both convergence and divergence of these evoked sets of judgments can provide valuable insights.  As noted earlier in discussions of Scenario 5, part of this analysis can be a reengineering of what messages should even be transmitted.  For example, to achieve faster and more effective response in military action, one military goal is greater self-synchronization of collaborating units.  Part of self-synchronization is understanding what collaborative acts need to occur at the local level and what collaborative acts need to occur between levels.   

Evoked Judgments - Guidance for Education and Training

This is really an additional application of the previous sections.  In addition to identifying ways to improve collaboration through process reengineering and better collaborative technology, these efforts could be used in education and training.  For early training of less experienced people, this understanding may improve what minimal sets of judgments should be evoked.  For more senior people, the analysis of their judgments within collaborative acts may permit more effective reflection on why these judgments were evoked in these circumstances.  For example, what judgments do participants hold of receiving collaborators and what are the bases for these judgments, do participants consider the judgments (cognitive constructs) that receiving collaborators use in making sense of situations, and are these valid?

Changes in Perception of Physical Attributes

Another interesting question the model can address, is whether the changes in the salient situational aspects as described in the various scenarios would cause changes in estimates of physical attributes, and in particular, how collaborative acts would affect these estimates, i.e., as one changes the parameters in each situation, would subjects modify their estimates of the physical attributes of the stream, such as, width, depth, and current?  For example, would subjects estimate that the width of the stream is less, depth more shallow, and less swift current in those situations where one is running for survival versus those where one is running for one's life.

Improving Integrated Collaborative Acts

Can this model help understand and improve integrated, collaborative acts?   For example, perhaps the most common way that sensemaking occurs is through conversations [Gephart, 1993], which are made up of multiple, integrated collaborative acts.  Human agents will experience changes in judgments when subjected to stimuli, but can not recall the stimuli [Yates, 1990].  Collaborative acts improve when the bases are exposed to collaborators [Freeman, 2002]. Can this model improve integrated collaborative acts, such as sensemaking conversations, by more clearly understanding and supporting the individual collaborative acts?

Review of Idea Generation and Voting Functionality

Brainstorming and rating of ideas are some of the more common features of Group Decision Support Systems (GDSS).  However, reflecting on the general Allegorical Set of Scenarios described earlier and limiting the discussion to the single judgment of jumpability.   What does it mean to rate and average the question of jumpability of the stream?  Table 2 below summarizes a possible set of answers from an individual evaluator, perhaps similar to ones that you answered, given different situations with different goals, and current activities.  What does it mean if you averaged responses of a group of evaluators without explicitly considering variations due to goal and activity?




Stream Jumpability

Scenario
Activity
Goal
Very Jumpable                 Not Jumpable

1
Grazing by stream
Eat
Not Evoked: meaningful to rate?

2
Running toward
Fun
                     ((

3
Running toward
Survival
       ((

4

Message: 

"Other did not jump and died"
Running toward, tethered
Survival


(( 

5
Command and Control
Make best decision for situation
Not possible to Evoke

Evoke other - threat, crossability?

( - Indicates Potency along bipolar continuum
( ( - Indicates movement along the bipolar continuum, i.e. whether increasing or decreasing
Table 2: Ratings of Jumpability for Different Situations and Goals
Better Method for Eliciting Cognitive Activity

Brain research is making inroads into physical explanations of cognitive activity.  However for complex cognitive activity where judgment is employed, neuronal research to date supports the Wittgenstein notion of non-self-awareness and non-existence of intermediary internal objects or representations, as human agents construct knowledge to act in given situations [Clancey, 1997, Yufik & Georgopoulos, 2002].  

Verbal protocol analysis is still the best, imperfect method employed to elicit cognitive processes.  However, the sheer difficulty of subjects to perform verbal protocols plus Wittgenstein's strong arguments against the validity of any procedure like this, calls for another procedure.  One way to better elicit cognitive processing of individuals may be to put them in a situation where they understand that their success depends upon the successful joint action of another collaborator and that they must construct messages for the collaborator (fictional or real) for them to construct a similar judgment.  This may cause more valid reflection of the situation.  Although this is more like reflecting than simultaneous retrieval during protocol analysis, for ill-structured domains this may be more valid.  It is consistent with ethnologists, who identify sensemaking processes through post-analysis of conversations [Gephart, 1993], and Weick, who sees sensemaking as a post-event rationalization process [1979].  However, by focussing on the single collaborative act with the immediacy of constructing messages to achieve judgments in other actors, one may obtain more valid indications of cognitive processing.

6. Summary

One reason for a lack of good cognitive models of collaboration may be that it is too difficult to start by modeling the cognitive actions of a group.  A cognitive model of single collaborative acts is proposed as a first-step in understanding the cognitive basis of collaboration and providing more direction in constructing better collaboration technology.

 In ill-structured situation domains, discovery of data is incomplete, interpretation inaccurate, and subsequent action imperfect, which most likely modifies the situation in some unknowable way.  In these domains, actors construct judgments and initiate collaborative acts to construct judgments in others to achieve effective joint work.

One nexus of Osgood's Theory of Meaning, Gibson's Ecological Theory of Affordance, and Kelly's Cognitive Construct Theory is that human judgments, including potency and direction, are evoked to make sense of situations.   Wittgenstein provides an alternate view of human cognition in constructing meaning that provides a way to reconcile Gibsonian-ecologists and Lockean-constructionists, does not require human agents to have intermediary representations such as mental models to act, and is consistent with recent brain research work on perception and knowledge construction.

As explored in several scenarios, that are extensions of those employed by Gibsonian-ecologists, human agents may evoke different judgments of identical stimuli/signals within situations that vary by goal and their current activity.  Initiating a collaborating act can cause reflection of the situation and the construction of behavior (for example, a message) to construct judgments in others to effect action.  This behavior may reveal the evoked judgments stimulated by some salient aspect within the situation, judgments about the receiving agent, and perceived judgments that receiving agents evoke when they make sense of a situation.

A sample of areas where a cognitive model of collaborative acts may contribute include a) guidelines to reduce data signal overload and improve data exchange, b) enhanced education and training, c) improvements in group idea generation and voting, d) investigating changes in perception as related to changes in activity and goals, e) improvements in integrated collaborative acts such as sensemaking conversations, and f) improving the elicitation of cognitive activity,
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