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1.  INTRODUCTION

With recent advances in agent building tools and agent communication languages, agent-based systems are becoming a promising technology for military decision-making applications.  However,  military decision-making imposes certain unique requirements on agent-based systems.  These include the need for dynamic function reassignment between human and agents during shared decision-making, and the need for effective decision-making in the face of time-stress, uncertainty, and risk.  With respect to the former, the human factors and cognitive sciences communities have begun to focus on the shared role of human and software agents during decision making with a view to optimally leveraging the human component.  With respect to the latter, there is a growing interest in incorporating naturalistic decision-making in C2 applications.  This paper presents HACON™, a human-agent collaboration ontology that provides the basis for understanding human-agent collaboration issues as well as a foundation for designing agent-based C2 decision systems based on naturalistic decision-making principles.

2.  UNDERSTANDING AGENTS

The general notion of a software agent is that of a human assistant, i.e., a software program acting on behalf of a human user.  In the following paragraphs we show that there is more to agents than simply performing an assigned task or cooperating with other agents to accomplish tasks on behalf of the human.  

2.1
Agent Roles


Agents can play a variety of roles with respect to humans in agent-based systems (Table 1).  Each role has specific implication on the type of interactions that need to occur between the human and agents within the shared context.  

Table 1. Various Agent Roles in Human-agent Collaboration

Peers
· develop shared understanding of tasks, their interdependencies, and contingencies 

· achieve seamless handoffs with shared understanding of context

· deviate from “best practice” shared role when human is overloaded and/or fatigued, or unavailable

Associate/Colleague
· cooperates with human but performs different tasks than humans do

· different from peer because this agent cannot be used to replace the human 

Assistant/Staff
· agent performs tasks on behalf of the user as instructed by the user

· agent(s) has a clear notion of a goal and knowledge of the task domain to achieve it

· shared vocabulary and task domain concepts enables terse, high-level human commands

Teacher
· pedagogical agent with domain as well as instructional knowledge

· goal is transfer of knowledge/skills from domain KB/agent to learner

· learning consists of getting to know and apply concepts, skills

Learner
· agent “learns”: to perform tasks on behalf of the user; the information seeking policy of the user 

2.2
Agent Classification

From a human-agent collaboration perspective, there are three classes of agents [
] [
] [
] that we need to distinguish: (1) user agent, that acts on behalf of the user; (2) task agent, that performs assigned functions; and (3) information agents, that perform data collection functions.  The specific capabilities of each agent type are shown in Table 2.
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Table 2.  Agent Classification from the Perspective of Human-agent Collaboration
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User agents
· collect relevant information from user to initiate a task

· interpret user commands/decompose user commands

· assign work to task agents
· Task agents
· have knowledge of the task domain as well as other task agents or information agents

· coordinate with other task agents and information agents

· form plans to achieve goals

· executes plans

· Information agents
· provide intelligence access to collection assets

· are initiated either top down (by user or task agent) or bottom up by occurrence of particular information patterns

· notify other interested agents when a particular condition of interest occurs

· actively monitor information sources

3.  HUMAN-AGENT COLLABORATION ONTOLOGY (HACON)™

Madni [1] provides an analysis of human-agent collaboration regimes that provide a  foundation for developing HACON, an ontology for human-agent collaboration.  The purpose of HACON is to: (a) help in the understanding of human-agent collaboration issues; (b) guide the creation of executable task models; (c) illuminate constraints that need to be satisfied in human-agent function reassignment; and (d) guide the specification of metrics that can be used to evaluate the benefits of human-agent collaboration.  In the following paragraphs, we present the key components of HACON.
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Human Representation Schema.  How we represent the human is the central component of the human-agent collaboration ontology.  This schema should represent human capabilities and roles in shared task performance.  It is essential to represent the various cognitive variables that affect human performance and decision-making, and that often provide the basis for function reassignment from human to software agents.  Figure 1 presents the human representation schema, the first component of the human-agent collaboration ontology.

Figure 1.  Human Representation Schema

Software Agent Representation Schema.  Representing a software agent is analogous to representing the human with one key exception.   Unlike a human, software agent performance tends to be consistent and not degrade.  Of course, if an agent has the capacity to learn, agent performance can improve.  Regardless, a software agent can be characterized by its capabilities, roles, component agents and their workload level (Figure 2).  
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Human-agent Collaboration Schema.  Once the human and software agent schemas have been defined and software agent schemas have been  defined, the next step is to “link” them in such a manner that various collaboration modes can be defined leading to different interaction models.  The schema shown in Figure 3 is inspired by this recognition. 


Figure 3.   Human-agent Collaboration Schema

4.  Sample Metrics

Metrics provide the criteria for evaluating candidate human-agent function assignment options as well as the benefits of function reassignment.  A representative set of metrics are described next:

· Human Cognitive Load.  Human cognitive workload can be “measured” by the size of the “task stacks” (i.e., concurrent activities being performed by the human) and the load that the task stacks imposes on the cognitive channel.  Human fatigue can be approximated by the product of cognitive load and task duration.

· Agent Utilization.  This metric pertains to the degree of “busy-ness” of the various agents which, in turn, is an indicator of their availability to participate in tasks.  Typical metrics of this class include: the frequency of utilization of a particular agent, the duration of each utilization, queue size for each agent, and time in queue before agent action.

· Task Completion Times.  This a key metric to compare task completion times for various human-agent function assignments (assuming agent availability) against the status quo.  

· Execution Delay Due to Function Reassignment.  This metric pertains to the temporary delay that can occur when a function is being reassigned between a human and software agents.  This delay may be unacceptable under certain circumstances.

· Execution Delay Due to Resource Unavailability.  This metric pertains to the delay resulting from the unavailability of the human, software agent, or an informational/physical resource.  Frequent delays of this type clearly indicate the need for additional resources, or a change in function reassignment if one agent/resource is extremely busy and others are not.

· Multi-agent Synchronization Delay Due to Function Reassignment.  This metric pertains to the loss of synchronization that occurs among the software agents when a function is being reassigned between the human and software agents.  If this duration is known  a priori, then re-synchronization can be planned.

5.  Operationalizing NATURALISTIC Decision-making Processes


Naturalistic Decision-Making (NDM) is based on the study of how real people make real decisions in real situations [
].  Briefly, “NDM is the way people use their experience to make decisions in field settings.”  Despite the fact that the earlier works on NDM date back to 1991, NDM has yet to be exploited as a basis for decision-making systems.  However, recent advances in case-based reasoning, context-driven search, and intelligent software agents has made it possible for the first time to operationalize NDM within decision-making systems.  To achieve this objective, requires adding to the ontology a new schema for implementing NDM (Figure 4).   

Figure 4.  NDM Schema

This schema adds four new concepts:  context; context-driven search; case-based reasoning, and historical cases.  “Historical cases” is part of the “Competence KB” while “Case-Based Reasoning” is a “Problem-solving strategy.”  Context drives search, which employs case-based reasoning to retrieve relevant historical cases.  This “flow” reflects NDM.  Table 3 shows the technology components for implementing NDM within C2 decision systems.

Table 3.  NDM Implementation in C2 Decision Systems 

NDM Concepts
Implementation

Familiar Situations
· Similar cases (based on ontology)

Situation Familiarity Assessment
· Based on reachback for relevant cases using case-based reasoning

Activation of Information from Memory
· Agent tasking (user agent)

· Context-driven search of historical cases (information agent)

Evaluation of Suitability of Contemplated Action
· Case-based reasoning; similarity metrics

Implementation of Action
· Execution of plan/workflow associated with “best-fit” case (task agent)
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Figure 2.  Software Agent Representation Schema
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