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Abstract

A powerful class of interactions in common use today is proposed as a way to conduct and manage the desired course of collaboration.  Intentional declarations are explicit statements of a course of action.  They are produced by those whose job it is to plan processes, and as an outcome of that job function, they provide explicit information on the goals – the intent – of the planner.  We argue that tools that support the creation of plans are therefore natural collaboration aiding environments.  We discuss the derivation of this line of reasoning, using our own experience in developing associate systems – software that collaborates with the operator.

Introduction

In order for collaboration to occur, the collaborators must have a shared view of what they are trying to achieve.  If software is used to mediate or aid this collaboration, the software must share this knowledge as well.  Systems that depend on the user to declare their goals often go unused, since the cost of announcing what one is trying to achieve is not perceived as ‘paying off.’

Alternatively, the software system can try to divine what the user is trying to achieve.  Our experience with such plan recognition systems has been as consumers of their ‘intent inferencing’ conclusions (e.g., Rouse, Geddes & Curry, 1987) in the context of adaptive aiding and information management systems in complex, real-world, “off the desktop” domains such as the U.S. Air Force’s Pilot’s Associate (Banks and Lizza, 1991) and the U.S. Army’s Rotorcraft Pilot’s Associate (Miller and Hannen, 1999) programs.  In these environments, plan recognition is used to assess a pilot’s intent in terms of a task or plan vocabulary.  The inferred intent(s) are then used as the basis for adapting information presentation and automation behaviors with the goal of optimizing mission success and/or safety.  

As such, the motivation for plan recognition has been to create “adaptive systems” as opposed to “adaptable” ones—these terms come from Oppermann (1994) and the chief distinction is one of who makes the system adaptations.  If the user has to make his/her own adaptations, then the system is adaptable; if the system makes its own decisions about what adaptations should be made, then it is adaptive.  A chief motivation behind making systems adaptive, as opposed to adaptable, is human workload savings.  Oppermann found (as have others) that users of adaptable systems typically bother to exercise only a small fragment of the possible adaptations available and, as a result, frequently make due with suboptimal system configurations.  The generally cited reasons for failing to use added adaptation features are the added work required either at run time to configure the system appropriately, or pre-run time in learning how to make alternate configurations.  Placing the control of adaptations in the hands of an automated system that uses plan recognition to determine user intent (and therefore, needs) would seem to solve this problem.

Expectations
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Figure 1.  Adaptiveness increases at the expense of workload or unpredictability.

We have found, however, that applying sophisticated, adaptive and intelligent automation to manage information flow to human consumers in complex systems and domains is not a panacea.  Users in complex, high consequence domains are very demanding and critical of automation that does not behave according to their standards and expectations, and it has proven difficult to create systems that are correct enough to achieve user acceptance.  The tradeoff is not a simple two-way relationship between human workload and the adaptiveness or fit of the system to the needs of the context, as is suggested above.  Instead, we have posited a three-way relationship between adaptiveness
, workload and unpredictability—or the tendency for the system to do things in ways other than expected/desired by the human user (regardless of whether those ways were technically right)—as illustrated in Figure 1.  An implication of this three way relationship is that it is possible to achieve a given level of adaptiveness through either an expansion in workload or an expansion in unpredictability—or various mixes in between.  The spectrum of alternatives that results is roughly equivalent to the spectrum of choices that lies between adaptable/adaptive interfaces or Direct Manipulation (Shneiderman, 1997) and Intelligent Agent interfaces (Maes, 1994).  Another implication is that it is probably impossible to achieve both workload reduction and perfect predictability in any system that must adapt to complex contexts.

Intent Visibility

Yet, we have found that intelligent interfaces and behaviors can be designed so that perfection is not required, but that value is still provided.  Such interfaces require detailed consideration and design of the human-automation relationship.  A critical mistake is attempting to make the system too autonomous in its behaviors—as, to some extent, we did on the Pilot’s Associate program.  While plan recognition capabilities are very useful for such systems, it is unreasonable and undesirable to cast such capabilities as the sole determiner of system adaptations (i.e., pure adaptive systems).  This places plan recognition driven systems in the role of ‘strong but silent’ partner in the human + system team—a role which has been systematically shown to have undesirable consequences in human-human relationships in work on aviation cockpit resource management (Foushee and Helmreich, 1988).  

Instead, the opportunity for explicit and dynamic collaboration about how the system may best serve the human is critical—at least to achieving trust and user acceptance, and perhaps to achieving overall acceptable levels of human + system performance as well. With hindsight it seems nearly obvious:  would you (if you were piloting a fighter jet in combat) want an agent, whether human or machine, to always silently hand you the correct information or automation capability at the right time—even if it were 100% correct?  Would you trust such a system, even if it had been right in the past?  Wouldn’t your level of trust and acceptance increase if you could communicate your intent explicitly to the system (including corrections to the system’s current behaviors), and see it accept and adapt to that communication?

Or, closer to home, consider the case of an intelligent navigation aid in your car.  You have just had a discussion with some third party in which you identify a need for, say, milk.  Your intent changes to include a stop at the neighborhood mart.  The navigation system tells you that you should turn right.  Absent a visible change in display, or some explicit statement that your intent has changed, what confidence do you have that the systems directions match your current intent?  Note that these statements are equally true whether the party with whom you are interacting is software or human.

In 
the Rotorcraft Pilot’s Associate (RPA) program, we pioneered a very simple method for the human pilots and the associate system automation to communicate explicitly about their tasks and intentions.  This innovation was called the Crew Coordination and Task Awareness display (Miller, Hannen and Guerlain, 1999).  This interface, illustrated in Figure 2, reported the Associate’s inferred Mission Context (main current task) and the primary task or context for the Flying Pilot, the Non-Flying Pilot, and itself.  Since intent tracking in the RPA was performed with regard to a shared task model of the mission, reports on the display could be in terms of task labels that both the pilots and the system understood.  Furthermore, the display permitted pilots to interact with the system to ‘discuss’ it’s intent inferences in terms of the task model as well.  Pressing these buttons permitted either pilot to override CIM’s current inferred tasks (a simple press and release) or to assert a different task (from an automatically scrolled list of higher-level tasks from the overall task network) via a press and hold input.
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Figure 2.  Location and appearance of the Crew Coordination and Task Awareness Display.
Although interaction with this display undoubtedly produced more workload for pilots than a hypothetical system in which only intent inferencing was used and it was always correct, pilots nevertheless seemed to like and benefit from the inclusion of this display.  RPA achieved acceptable levels of usability and statistically significant workload reduction compared to an unaided condition in a series of complex and realistic human-in-the-loop mission simulations (Miller, Hannen and Guerlain, 1999).  It is important to note that these results were obtained in spite of less than perfect tracking of the pilot’s intent and pilots’ reports of having to ‘Now and Then’ override or correct RPA’s behaviors.  We believe that the Crew Coordination and Task Awareness display was at least partially responsible for these results.  Pilots’ acceptance of this display was very high, averaging 4.25 on a scale of 1-5 where 4 corresponded to ‘Of Considerable Use’ and 5 to ‘Extremely Useful’, and verbal reports suggested that they found its presence empowering, allowing them to retain control, rather than having to fight, assistive automation.  
Well-Behaved Automation

The success of this interface innovation has shown, among other things, the opportunity and power inherent in humans-machine communication about tasks and intent.  It has led us to focus on application domains in which the declaration of intent is part of the human’s job.  Principal among these domains are planning functions:  it is the job of the human to explicitly declare her/his intent, and to make that declaration in a form that is comprehensible to other humans (at least) and to a supportive system if one is involved.  Indeed, we have been actively working to create systems that support such intentional declarations in domains ranging from communications resource control to autonomous vehicle control.  These “intentional declaration systems” use collections of known task templates, or “Playbooks” (Miller, Pelican and, Goldman, 2000), shown in Figure 3, to provide a task vocabulary.  
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Figure 3.  Task Template.
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Figure 4.  A hypothetical interface for task-based intent communication in an aviation mission-planning domain.Figure 6.  A hypothetical User Interface for a Playbook in the UCAV domain.

The human composes task vocabulary elements into meaningful instructions by sequencing them in legal forms (creating sentences, if you will), and modifying them with appropriate constraints and requirements.  The automation, then, is capable of collaborating with the human to create a workable plan, since the task context – the intent-- is well known.  This framework allows the human to conduct the automation – guide it in appropriate directions by making explicit his/her intent.  Further, it allows her/him to conduct the interaction with the automation, because it provides a language for conveying the intent.  An example interaction interface for the domain of combat mission planning is shown in Figure 4.  
Communication of Intent

It quickly became clear to us that such a framework does not and cannot operate in isolation.  The plans of one human necessarily interact with the plans of others.  The person responsible for maintenance scheduling has a significant impact on the person responsible for operations scheduling.  The person planning operations on the catalytic converter at an oil refinery has significant impact on operations at the fractional distillation units, and at the tank car loading facility.  And so on.
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Figure 5.  Example Plan Declaration.

In work to date, however, we have used task models to facilitate only human-automation task collaboration and generally only for single humans and their automation collaborating synchronously in real time.  It seems clear that the developed statement of intent – the plan – in a formal, task-based representation,  comprehensible to both humans and machines, potentially provides a wonderful vehicle to collaborate with other human planners.  The type of collaboration about intent via a shared task model that we have pioneered for human-automation communication is thus also potentially powerful for three-way collaboration between two (or more) humans working either synchronously or asynchronously, and a mediating, machine-based collaboration tool.  Not only may intent be stipulated in a constrained vocabulary that other humans can better understand, but if the machine system can also understand the intent declared by multiple humans, it is now in a position to automatically aid them by detecting potential conflicts and synergies between their tasks and resource requirements, reporting critical conflicts or changes, etc.  Even beyond this, task templates in the library can contain default collaboration subtasks as reminders that collaborations and notifications must be a part of the task planning process, as shown in Figure 5.

Conclusion

We have made a case for the use of explicit intent declarations, and particularly automated intent-communication systems that support the creation of such declarations, in machine-mediated  collaboration between humans.  In domains for which this intent declaration is a natural part of the job function, we argue that little or no additional workload is incurred to provide the automation with a shared task context.  This shared task context can then be used to conduct collaborative activities between human and automation.  Further, this context provides a domain specific, natural communications mechanism that is suitable for mediating collaboration activities between humans.
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�PAGE \# "'Page: '#'�'"  �Page: 1��� In the latest paper I’m working on, I’ve taken to using ‘competency’ instead of adaptiveness.  Seems to work and is a bit more intuitive.
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