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ABSTRACT

Modern information technology provides the biomedical professional with powerful tools and processes for extracting useful information from large volumes of text.  Presently, very little use is made of the full capabilities of these information technology tools to supplement research and teaching.  The purpose of this article is to overview these tools and processes, and show the diversity of ways they can be applied to enhance the capabilities of biomedical professionals.  The information technology terms are defined, requirements for high quality information extraction are presented, some available techniques for high quality information extraction are described/ referenced, and myriad information extraction applications are summarized.  While substantial benefits from high quality information extraction techniques are possible, substantial time and effort, and technical expertise, are required to generate a credible high quality product.

BACKGROUND

Data mining, the extraction of useful information from large volumes of data, has become a useful approach for identifying important patterns buried in massive data sets.  An important evolving sub-set of data mining is text mining, the extraction of useful information from large volumes of text.  This article will focus on the use of text mining to extract relevant information from the biomedical and related literatures.  After the components and importance of text mining are described, the article will present requirements for high quality information extraction from text, will overview/ reference some leading techniques used to extract this information, and will then conclude by summarizing diverse applications of text mining.

There are three major components of S&T text mining.

1) Information Retrieval

2) Information Processing

3) Information Integration  

Information retrieval is the selection of documents or text segments from source text databases for further processing.  Information processing is the application of bibliometric and computational linguistics and clustering techniques to the retrieved text to typically provide ordering, classification, and quantification to the formerly unstructured material.  Information integration combines the computer output with the human cognitive processes to produce a greater understanding of the technical areas of interest.

High quality text mining applied to the global science and technology (S&T) literature can: 

1) Enhance the retrieval of information from global S&T databases; 

2) Identify the technology infrastructure (authors, journals, organizations) of a technical area; 

3) Discover new technical concepts or new technical relationships from related or disparate technical literatures; 

4) Identify and categorize the main technical themes and sub-themes in a large body of technical literature; 

5) Identify the relationships between technical themes and infrastructure components;

6) Estimate global levels of emphasis in technical areas or sub-areas; use these results as the basis for S&T adequacy or deficiency judgements; 

7) Provide roadmaps of myriad research impacts. 

High quality S&T text mining can be a valuable adjunct for the biomedical researcher or clinician, in accessing and understanding increasingly larger amounts of available biomedical information and supporting S&T from other physical and engineering science branches.  However, high quality text mining is not an automatic process.  It requires time, effort, and above all, the combined use of technical experts in the focal area of interest, in related technical areas, and in information technology for maximum effectiveness. 

WHAT IS THE PURPOSE OF THIS ARTICLE?

This article shows how the use of modern information technology, specifically text mining, can assist the biomedical researcher and clinician in accessing and understanding the relevant global S&T literature.  Since present-day biomedical research and clinical practice have very high technology components, the relevant global S&T literature encompasses not only biomedicine, but topics from the physical and engineering sciences as well.  

For example, advances in biomedical instrumentation require underlying advances in materials, electronics, signal processing, mathematical analysis, physics, chemistry, energy conversion, radiation sciences, solid and fluid mechanics, robotics and micro-technology, and other technologies depending on specific applications.  Maximum advances in non-invasive medical diagnostics require access to the latest science and engineering literature in remote sensing, non-destructive evaluation, signal and image processing, pattern recognition, multi-source data fusion, fluid dynamics, acoustics, robotics, materials, electronics, and many other disciplines.

The article is aimed primarily at the biomedical researcher and clinician.  However, it should be of substantial value to anyone involved with biomedical S&T, including research managers, evaluators, administrators, and sponsors, as well as corporate and national security intelligence analysts and biomedical system investors.

WHY IS ACCESSING AND UNDERSTANDING THE GLOBAL RELEVANT S&T LITERATURE IMPORTANT?

Science and technology form the core of modern economies and militaries.  Global S&T expenditures are in the neighborhood of $500-800B annually, depending on one’s definition of S&T.  No single organization, or even nation, can begin to cover the full spectrum of S&T development required for a modern competitive economy or military, due to resource limitations.  Maximum efficiency in S&T resource expenditures begins with maximum exploitation of external S&T resources.  This requires leveraging through cooperative S&T planning and development efforts, based on maximal awareness of external S&T efforts from overt and covert intelligence efforts.

For the biomedical researcher and clinician, maintaining awareness of the most recent research and technology development for practical purposes requires knowing what information is available and where it is stored, how to access it, and how to process and interpret it for maximal information content.  Any lack of global S&T awareness can waste time, people, funding, and other resources due to:

1) Pursuing approaches demonstrated to be non-productive

2) Duplicating previously performed S&T

3) Not using the latest techniques and instrumentation

4) Pursuing research in the absence of guidance available from the literature

5) Making research decisions based on incomplete information

WHY ARE PRESENT INFORMATION RETRIEVAL AND ANALYSIS APPROACHES INSUFFICIENT?

An ongoing study illuminates the limitations of existing information retrieval practices.  As part of a recent assessment of information retrieval techniques, I examined many biomedical studies that included literature searches.  The Science Citation Index (SCI) Abstracts of these studies contained the queries used for the literature surveys.  These queries had the following characteristics:

1) The source data came almost exclusively from Medline alone, except for those studies whose objective was to survey the Web resources available for the target medical issue;

2) Most of the studies focused on narrowly defined medical problems, with little indication offered that supporting or related medical/ technical areas were of any interest;

3) The reported queries contained 3-6 phrases on average;

4) The phrases were either searcher-generated, or were the indexed terms from the Medline Mesh taxonomy.  No evidence was presented that an exhaustive search of author-generated terms was performed.

In my experience, queries with the above characteristics result in a deficient retrieved information base.  These deficiencies translate into limitations on the credibility and quality of study results and subsequent research and development (R&D), for the following reasons.

1) Searches that do not access the myriad databases available, and queries that do not result in comprehensive retrievals of the information available in the databases actually searched, result in only a fraction of the existing knowledge being available for study and R&D exploitation.

2) Searches and queries not designed to a) access literatures directly supportive of the target literature and b) access literatures related to the target literature by some common or intermediary thread, will not provide the insights and discoveries from these other disciplines that often result in innovations in the target discipline of primary interest (1).  

3) Queries that are severely restricted in length, that rely in large measure on generic indexer-supplied terms, and have not been extensively iterated with the author-supplied language in the source database, will be inadequate in capturing the myriad ways in which different authors describe the same concept.  They will also yield many records that are non-relevant to the main technical themes of the study. 

In summary, these types of simple limited queries can result in two serious problems: a substantial amount of relevant literature is not retrieved, and a substantial amount of non-relevant literature is retrieved. As a result, the potential user is either overwhelmed with extraneous data, or is uninformed about existing valuable information, leading to potential duplication of effort and/ or R&D based on incomplete use of existing data.  All the subsequent data processing, both human and computerized, cannot compensate for these deficiencies in the base data quality. 

WHAT IS REQUIRED TO OBTAIN HIGH QUALITY INFORMATION RETRIEVAL AND ANALYSIS USING MODERN INFORMATION TECHNOLOGY?

The quality of a text mining study cannot exceed the quality of each of its components.  For comprehensive access to the global S&T literature, and maximum extraction of useful information from this literature, four primary conditions are required.

1) A large fraction of the S&T conducted globally must be documented (INFORMATION COMPREHENSIVENESS).

2) The documentation describing each S&T project must have sufficient information content to satisfy the analysis requirements (INFORMATION QUALITY).

3) A large fraction of these documents must be retrieved for analysis (INFORMATION RETRIEVAL).

4) Techniques and protocols must exist for extracting useful information from the retrieved documents (INFORMATION EXTRACTION). 

WHAT ARE THE ROADBLOCKS TO ACHIEVING HIGH QUALITY TEXT MINING/ INFORMATION RETRIEVAL OF THE GLOBAL S&T LITERATURE?

The approaches presently used by the majority of the technical community to address all four of these requirements have serious deficiencies.  

1) Information Comprehensiveness is limited because there are many more disincentives than incentives for publishing S&T results (2), and therefore only a very modest fraction of S&T performed ever gets documented.  Of the performed S&T that is documented, only a very modest fraction is included in the major databases.  The contents of these knowledge repositories are determined by the database developers, not the S&T sponsors or the potential database users.   Of the documented S&T in the major databases, only a very modest fraction is realistically accessible by the users.  The databases are expensive to access, not very many people know of their existence, the interface formats are not standardized, and many of the search engines are not user-friendly. 

2) Information Quality is limited because uniform guidelines do not exist for contents of the major text fields in database records (Abstracts, Titles, Keywords, Descriptors), and because of logic, clarity, and stylistic writing differences.  The biomedical community has some advantage over the non-medical technical community in this area, since many medical journals require the use of Structured Abstracts (3).  Compatibility among the contents of all record fields is not yet a requirement, and as our studies have shown (4), can lead to different perspectives of a technical topic depending on which record field is analyzed.

3) Information Retrieval is limited because time, cost, technical expertise, and substantial detailed technical analyses are required to retrieve the full scope of related records in a comprehensive and high relevance fraction process.  Because much of the information technology community's focus is on selling search engine software, and automating the information retrieval process, they bypass the 'elbow grease' component required to get comprehensive and high signal-to-noise retrieval. 

Our group has been developing information retrieval techniques using an iterative relevance feedback approach.  The source database queries result in retrieval of very comprehensive source database records that encompass direct and supporting literatures with very high ratios of desired/ undesired records.  Some of the queries consist of hundreds of terms (4), in stark contrast to the handful of phrases used in typical information retrieval.  In many cases, large queries are necessary to achieve the retrieval comprehensiveness and ‘signal-to-noise’ ratio required.  Queries of a specific size are not a query development target of our group; rather, the query development process produces a query of sufficient magnitude to achieve the target objectives of comprehensiveness and high relevance ratio. 

In each iterative step of our information retrieval process (5), a sample group of records retrieved with a previously modified query is classified into two categories: relevant to the central theme of interest, and non-relevant. Bibliometric and linguistic patterns of each category of the sampled records are examined, to generate terms that can be used to modify the query in order to increase relevant records (addition terms) and decrease non-relevant records (negation terms). The underlying assumption is that records in the source database that have the same linguistic patterns as the relevant records from the sample will have a high probability of being relevant, and records in the source database having the same linguistic patterns as the non-relevant records from the sample will also be non-relevant.  Selection of such terms from the many thousands of candidate terms is a daunting task, and is extremely complex and time consuming.

To expand the relevant records retrieved, a phrase from the sample records should be added to the query if it:

1) appears predominately in the relevant record category;

2) has a high marginal utility (will retrieve a large ratio of relevant to non-relevant records) based on the sample;

3) has reasons for its appearance in the relevant records that are understood well; and

4) IS PROJECTED TO RETRIEVE ADDITIONAL RECORDS FROM THE SOURCE DATABASE (E.G., SCI) MAINLY RELEVANT TO THE SCOPE OF THE STUDY.

For multi-discipline source databases, application of these conditions can be complex.  A recent example from the query development in a text mining study on the discipline of text mining illustrates this point.  The phrase IR (an abbreviation for ‘information retrieval’ used in many SCI Abstracts) was characteristic of predominantly relevant sample records, had a very high absolute frequency of occurrence in the sample, and had a high marginal utility based on the sample. However, it was not 'projected to retrieve additional records from the source database mainly relevant to the scope of the study'.  A test query of IR in the SCI source database showed that it occurred in 65740 records dating back to 1973.  Examination of only the first thirty of these records showed that IR is used in science and technology as an abbreviation for InfraRed (physics), Immuno-Reactivity (biology), Ischemia-Reperfusion (medicine), current(I) x resistance(R) (electronics), and Isovolume Relaxation (medical imaging).  IR occurs as an abbreviation for information retrieval in probably one percent of the total records retrieved containing IR, or less.  As a result, the phrase IR was not selected as a stand-alone query modification candidate.

Consider the implications of this real-world example.  Assume a query consists of 200 terms.  Assume 199 of these terms are selected correctly, according to the guidelines above.  If the 200th term were like IR above, then the query developer would have been swamped with an overwhelming deluge of unrelated records.  ONE MISTAKE IN QUERY SELECTION JUDGEMENT can be fatal for a high signal-to-noise product.

Thus, the relation of the candidate query term to the objectives of the study, and to the contents and scope of the total records in the full source database (i.e., all the records in the SCI, not just those retrieved by the test query), must be considered in query term selection. The quality of this selection procedure will depend upon the expert(s)' understanding of both the scope of the study and the different possible meanings of the candidate query term across many different areas of R&D.  This strong dependence of the query term selection process on the overall study context and scope makes the 'automatic' query term selection processes reported in the published literature very suspect.
A fully credible analysis requires expert domain knowledge on the part of the analyst(s).  In addition, because any modern comprehensive information retrieval technique extracts information from many diverse literatures relative to a central problem of interest, experts having domain knowledge representing a diversity of backgrounds are required to exploit and interpret this multi-discipline information most efficiently.   

4)  Information Extraction is limited because the automated phrase extraction algorithms, required to convert the free text to phrases and frequencies of occurrence as a necessary first step in the text mining process, leave much to be desired.  This is especially true for S&T free text, which the computer views as essentially a foreign language due to the extensive use of technical jargon.  Both a lexicon and technical experts from many diverse disciplines are required for credible information extraction. There is a widespread belief in the technical, and perhaps in the intelligence, communities that the combination of high speed computers with large memories, supported by intelligent agents and other artificial intelligence spin-offs, can produce automated/ semi-automated information extraction from large technical databases.   This is not supported by experience, and continual combing of the technical literature shows no basis for this belief.

While the text mining processes and software structure the text information to aid the quality of the analysis, they do not bypass the requirement for in-depth rigor and thought characteristic of all serious technical investigations. As in the information retrieval step, detailed analysis of tens of thousands of phrases from many diverse technical literatures are required to integrate the data extracted into useful information.   Again, in parallel with the information retrieval step, because the information technology community's focus is on selling information extraction software, and automating this information extraction process, they bypass the 'elbow grease' component required to get credible and useful results.

WHAT ARE SOME OF THE APPROACHES AVAILABLE TO OVERCOME THESE ROADBLOCKS?

1) Information Retrieval

S&T text mining can be used to enhance the retrieval of information from global S&T databases (4-7).  Our group used all the S&T text mining components listed above to extract very comprehensive and highly relevant S&T information from global/ national semi-structured (free and structured text) S&T databases such as:

1a-Science Citation Index (compendium of 5300 journals addressing basic research)

1b-Engineering Compendex (compendium of 2600 journals addressing applied research and technology development)

1c-MEDLINE (journal medical literature covering basic and applied research)

1d-National Technical Information Service (reports from U. S. government-sponsored basic research to advanced development)

1e-INSPEC (journal and conference proceedings covering basic research to technology development in physics, electronics, computing)

1f-RADIUS (narratives of U. S. government agency R&D programs)

1g-IBM and USPTO Patents (patent database)

2) Infrastructure Identification

S&T text mining can be used to identify the technology infrastructure (authors, journals, organizations) of a technical area (4-7).  This infrastructure includes the authors (if known), journals, performing organizations, and countries.  Such information is valuable for identifying experts for technical workshops and review panels, and for planning site evaluation visits.  This information becomes critical for intelligence studies, where tracking of people and institutions, and analyzing time trends, is a central component of the analysis. 

3) Literature-Based Discovery

S&T text mining can be used to discover new concepts or new relationships from literature, especially extrapolated from disparate literatures (1).  Such information can be used to identify promising research or technology opportunities, and promising new directions for research.  For intelligence applications, this approach can forecast the emergence of new unforeseen capabilities, based entirely on cutting-edge findings from global research laboratories.  

This is an area of investigation that has completely fallen through the cracks.  There is essentially one group that has published completed studies using this general technique (8-13), and these published studies have focused solely on the medical literature.  A few other groups have published or presented concept papers (1, 14).  Far more efforts are needed to test the applicability of competing techniques and the utility of different databases.

4) Theme Identification

S&T text mining can be used for identifying the main technical themes or sub-themes in a large body of technical literature.  Visual categorization of phrases allows technical taxonomies (classification schemes) to be generated (4-7).  By categorizing phrases and counting frequencies, S&T text mining can also be used to estimate global levels of emphasis in technical areas or sub-areas.  These results can be used as the basis for S&T adequacy or deficiency judgements (4).

5) Theme Relationship Identification

S&T text mining can be used to identify the relationships between technical themes, and between technical themes and infrastructure components (4-7).  Much of the our present effort is focused on understanding and developing clustering approaches that will sharpen the groupings of common themes, and identify theme linkages from a variety of perspectives.  We are presently using the more sophisticated clustering software in parallel with clustering technique development to link major technical themes, major technical themes with supporting technical themes, and technical themes with infrastructure components.  Such linkages are important not only in the development of science and technology, but have important corporate and defense intelligence applications, and can provide direction for program and organizational restructuring based on technical content.  Further, S&T text mining can generate taxonomies from the bottom-up, removing human subjectivity from the process to some extent.  

6) Impact Roadmaps

S&T text mining can provide roadmaps of myriad research impacts (15, 16, 17).  Such information is useful for impact tracking and subsequent S&T sponsor presentations.  It provides performer organizations the ability to determine if the audience reached is the target audience.  The Citation Mining approach we developed for these applications includes both bibliometric profiling and text mining.  It is a sub-set of the more general trans-citation analysis, and has important consequences for Web-based corporate and national security intelligence information extraction.  

CONCLUSIONS

The global S&T literature contains substantial technical data.  For maximum benefit in conducting research and development, including the avoidance of duplication and the identification of promising opportunities, this data must be identified, retrieved, processed, and integrated.  Much effort is being applied to information identification and retrieval, and sophisticated processes and tools exist presently.  Little use is being made of these capabilities presently for the global S&T literature.  This is especially serious for the medical community, since intense specialization in recent history has made many disparate but information-rich literatures unaccessible as new knowledge sources.

Far less effort is being devoted to the information processing and integration problems, especially the cutting-edge area of literature-based discovery and innovation.  The technical community needs to be made aware of the potential of information technology for improving the conduct of S&T, the capabilities that exist presently, and the research required to deliver the full potential of information technology for this application.
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