From: Dr. Ronald Neil Kostoff

To: Chairman, Standing Committee on Industry, Science, and Technology, House of Commons, Parliament of Canada

SUBJ: TESTIMONY BEFORE COMMITTEE ON 4 JUNE 2002

I appreciate the invitation to testify before the Standing Committee on Industry, Science, and Technology of the House of Commons, Parliament of Canada.  As agreed with your staff, I am testifying as a private citizen, and not as a representative of any Federal agency of the United States government.  The following is a summary of my views on the use of peer review for allocating research funds.  It has three presentation sections.  The first is a brief biography, as requested by Dr. Acharya.  The second is a very brief response to questions provided by Dr. Acharya.  The third is a brief discussion on my principles of high quality peer review.  There is a final section on references, followed by two appendices.

BIOGRAPHY

The following biography is extracted from my Web page, with some tailored additions.

Ronald Neil Kostoff received a Ph. D. in Aerospace and Mechanical Sciences from Princeton University in 1967.  At Bell Labs from 1966-1975, he performed technical studies in support of the NASA Office of Manned Space Flight, and economic and financial studies in support of AT&T Headquarters.  He invented many concepts, including the Orbiting Molecular Shield (aka Wake Shield).  This concept pioneered the capability of high vacuum in low orbit, presently exploited by all manned space vehicles.  His initial aero-braking research reported in 1970-71 pioneered the Aero-Assisted Orbit Transfer sub-field of Orbital Transfer Vehicles.  His economic and financial studies, that supported AT&T's operations, resulted in potential savings to the Bell System of over one billion dollars.  

At the U.S. Department of Energy from 1975-1983, he managed the Nuclear Applied Technology Development Division, the Fusion Systems Studies Program, and the Advanced Technology Program.  He led two scientific delegations to the Soviet Union, on fast pulsed fusion systems and fusion-fission hybrid reactors.  He led Congressionally-mandated panel reviews of two major fusion concepts, Migma and Riggatron.   The Migma review was a peer mail evaluation, and the Riggatron review was a panel/ presentation evaluation.  He managed the classic reviews of the Offices of Basic Energy Sciences (BES) and Health and Environmental Research (OHER).  The BES review used expert panels to evaluate a statistically-selected sample of 129 projects out of thousands of sponsored BES projects, for both research quality and relevance.  The OHER review used teams of technical specialists and economists to evaluate the benefits resulting from almost forty years of research sponsorship, and would probably cost over $10M today to replicate.  He published numerous technical papers in the fields of pulsed fusion operation, impact fusion options, and fissile fuel production using advanced breeders.  

At the Office of Naval Research from 1983-present, he was Director of Technical Assessment for many years.  For most of the 1980s, he was responsible for selection, resource allocation, and periodic review of Accelerated Research Initiatives, five year multi-disciplinary programs that constituted about 40% of ONR's budget.  After ONR was re-organized, he managed the Navy Laboratory Independent Research (ILIR) Program for five years.  During this period, he experimented with a variety of novel techniques for evaluating the quality and relevance of the ILIR program.  In 1999, he conducted a peer review of the Navy's total Advanced Technology Development Program ($600M/year), using an internal panel of thirty members, and one solid week of presentations (67 total).  The process used, and unclassified results, were published in R&D Management (July 2001).

He invented and patented (1995) the Database Tomography process, a computer-based textual data mining approach that extracts relational information from large text databases.  He established a new effort in textual data mining (extraction of useful information from text) in 1997, to improve the utilization of the global technical literature in the full science and technology development cycle.  In October 2000, he gave the Keynote presentation at the TTCP International Technology Watch Partnership Conference, Farnborough, UK, in which he identified the technological roadblocks that must be overcome before Global Technology Watch can be implemented successfully.

His interests continue to revolve around improved methods to identify promising research opportunities and directions, and to assess the impact of science and technology, incorporating maximal use of the massive amounts of data available globally.  He is presently applying for a full-spectrum text mining system patent, TexTosterone, that includes a module for systematically generating discovery and innovation from the technical literature alone.

He is listed in Who's Who in America, 56th Edition (2002), Who's Who in America, Science and Engineering, 6th Edition (2002), and 2000 Outstanding Intellectuals of the 21st Century, 1st Edition (2002).  He has published many papers on technical, evaluation, and text mining topics, and has edited three journal special issues since 1994 (Evaluation Review [February 94], Scientometrics [July 96], Journal of Technology Transfer [Fall 97]).  

RESPONSE TO DR. ACHARYA'S QUESTIONS

I have reproduced Dr. Acharya's questions verbatim, and will respond to them in order.  Each question is numbered, and my initials (RNK) precede each response.

1) Is interdisciplinary research treated appropriately by the peer review

process and the present system for allocating research funds? Is research

that crosses the boundaries of granting agency mandates receiving proper

consideration? How has this issue been dealt with in the U.S. or other

countries?

RNK-There are many problems associated with the selection, conduct, management, and review of interdisciplinary research, only one of which is the use of peer review in the research selection and review processes.  My most recently accepted paper (BioScience Journal) addresses this broader issue of interdisciplinary research, and I attach this paper for your information (OVERCOMING SPECIALIZATION-MSWord).  As the paper shows, there are far more disincentives for interdisciplinary research than incentives.  Peer review can treat interdisciplinary research appropriately, if care is taken to include representatives from the multiple constituent research disciplines as evaluators.  
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The United States and other countries have established special programs and special offices for supporting interdisciplinary research.  In my view, the results are mixed.  Some very good interdisciplinary research has resulted.  Some programs that need not be conducted as interdisciplinary research are proposed as such, in order to obtain the available funding.  Some programs are sold as interdisciplinary research, but their component disciplines are so closely related that they are in practice mono-disciplinary.  Some programs have multiple disciplines, but are managed in practice as single disciplines, to reduce the added burdens of coordination necessary for the conduct of interdisciplinary research.  If progress is to be made in supporting and treating interdisciplinary research appropriately, and especially in eliminating the above-mentioned problems, incentives and mandates for conducting interdisciplinary research will have to be established.  

2) Funding to small institutions: research funds are generally concentrated

in several large, research-intensive universities in Canada in a few areas

of the country. The Committee, in its fifth report

(http://www.parl.gc.ca/InfoComDoc/37/1/INST/Studies/Reports/indu04-e.htm),

expressed concern about the regional distribution of funds, and wanted to

know whether there is a bias in the peer review process against researchers

from small institutions. Some questions that the Committee is addressing on

this issue are: Should the granting agencies have programs directed to

building research capacity (infrastructure etc.) at small institutions so

that their researchers can better compete in competitions for research

grants with their large university counterparts? Is the concentration of

federal research funds in research-intensive universities viewed as a

problem or a necessary reality in the U.S. or other countries? 

RNK-The U. S. sponsors some research programs that are directed toward supporting a number of under-represented entities, such as under-represented institutions, under-represented states, etc.  The aims of these programs are to increase participation of the under-represented entities in the research enterprise.  These goals are intrinsically political goals.  

The larger funded research institutions tend to attract the better researchers (on average; there are always exceptions), the better facilities, and the better research students (again, on average).  Probably most important, they tend to accumulate critical masses of expertise, necessary for conduct of many types of research.  With present Internet communications, this advantage may be ameliorated somewhat by the smaller funded institutions.  It is politically attractive to fund the under-represented special interests of any type.  Whether such funding leads to high quality research as well remains to be seen.  I have never examined data that rigorously compared the performance of these subsidized groups/ institutions to the mainline institutions, so I cannot comment further on the technical desirability of instituting such subsidies.

3) "Strategic" funding: are enough funds directed to research in target

areas of national importance? How is targeted funding dealt with by the U.S.

granting agencies or other government agencies? 

RNK-Most agencies tend to have advisory boards of prominent scientists and mission area specialists.  These groups identify and prioritize strategic areas of national importance, usually in concert with agency management.  The priorities are implemented through establishment of special programs, if required, or through guidance provided to the proposer community.  Some members of the U. S. research community have expressed concern that strategic targets may be overly constrictive for the truly fundamental research, but there is not consensus on this issue.

4) Are the outputs, outcomes and impacts of federally-funded research

adequately measured and reported? Can the outcomes of research in the social

sciences and humanities be meaningfully measured?

For most agencies, performance metrics are grossly under-reported.  Again, there are few incentives for reporting performance, and many disincentives.  Especially for high-risk research, but even for less risky research, there will be many instances where the original research objectives were not met.  Some oversight organizations could view this as 'failure'.  In addition, bibliometrics studies have shown that the seminal research is produced by relatively few performers, whether the metric is numbers of papers, citations to papers, patents, etc.  Especially for outputs, that are the quantification of the relatively near-term products, why would organizations be motivated to show the concentration of productivity in a relatively small number of performers?

The problems with reporting outcomes and impacts are of a different nature.  Since their scope is broader, they tend to aggregate over individual performers, and blur the productivity differences among performers to some extent.  However, because of their long-term nature, they present different problems associated with data tracking and time.

For science and technology, tracking output data over long time periods is very difficult.  Research results evolve into technology development, that in turn evolves into engineering development, and so on until eventual application.  These different developmental stages can occur in different organizations with different performers and different sponsors.  The documentation about each science or technology advance is minimal, especially documents for wide-scale availability.  In addition, the technical heritage (citations to prior advances) in the documentation is minimal and selective, in many cases providing minimal historical credit to external organizations, and maximum credit to the documenting organization.  In most studies that attempt to evaluate long-range outcomes resulting from science and technology, such as Project Hindsight, Project TRACES, the DOE OHER study of 1983, and many others, 'corporate memory' is the main tool used to track outcomes.  This is a very skewed and incomplete process, and depends on the availability of experts who have followed the technology's evolution from its earliest stages.  Until a global database is established that will track these advancements at all stages of the development process, from basic research to eventual application, outcome and impact assessment will depend essentially on corporate memory for results.

The outcome problem associated with time derives from the observation that most research requires years or even decades before larger scale outcomes or impacts can be realized.  By that time, the managers and performers that conducted the research may be long gone.  What would be the practical use of such outcome data, especially in impacting the managers and performers?  Usually, reviews are done for correcting problems in the conduct of research, including performer and manager performance, and the long time delay characteristic of outcome measurement obviates real-time performance correction.  This lack of utility of outcome analysis to improving an organization's operations is a major dis-incentive for performing such studies.

5) One witness that the Committee heard argued that the peer review system

is "untested." Is this true? Are there any viable alternatives (or

complements to) peer review for allocating research funds?
RNK-'Untested' may be an overly strong criticism.  There has not been much effort relating the scores and recommendations of peer review proposal evaluators to long-range quality and impacts of programs funded.  Most agencies have a prospective focus, not a retrospective focus.  In addition, there is not common consensus on the metrics for success.  Quantitative metrics can have multiple interpretations, and additionally are subject to 'gaming'.  If peer review is also used to evaluate downstream quality and impact, then one subjective method is being used to evaluate the efficacy of another subjective method.  After years of experience with using many hundreds of peer reviews in program selection, management, and evaluation, I am comfortable that peer review is a very useful aid to decision making, if its results are used properly, not just followed blindly. 

My Handbook of Research Impact Assessment (1997) addresses alternatives to peer review, circa 1997, and includes my comments on these alternatives.  Two of the leading alternatives are summarized here.

Bicameral Review
A modified form of peer review for project selection has been propounded in recent years by some Canadian scientists [Berezin, 1995; Forsdyke, 1991].  This methodology has been termed "Bicameral Review" by its originator, Dr. Forsdyke, and its essence is as follows.  

In Bicameral Review, grant applications are divided into a major retrospective part (track record of proposers), and a minor prospective part (the work proposed), which are routed separately.  The retrospective part only is subjected to peer review.  The prospective part is subjected to in-house review by the agency, solely with respect to budget justification.  The peers are required to assess not just productivity, but productivity per dollar received.  Furthermore, they have to factor in the experience of the applicant.  Young researchers are given more funding "rope" (the benefit of the doubt), until they have established a record.  Funding is allocated on a sliding scale, replacing existing sharp fund-no fund cutoffs.  Only those at the very top of the funding scale would get all the funds they needed to complete the work in a reasonable time.  As the merit rating of the projects decreased down the funding scale, the fraction of requested funds would decrease as well.

Productivity-Based Formula Systems
A non-peer review alternative has been proposed [Roy, 1981, 1985], based on the principles that past success is the best predictor of future performance, supporting small groups on a continuing basis for a reasonable time period increases probabilities of success and system efficiencies, and most innovative science is done with a minimum of micro-management.  This alternative proposes that researchers be funded essentially based on track record, and provides an algorithm for allocating funds.  In one algorithmic incarnation [Roy, 1985], the dollars awarded would be proportional to some weighted sum of numbers of publications, numbers of advanced degrees, dollar volume of research support from mission agencies, and dollar volume of research support from industry, and the award would be to a research unit (Departments, etc).  Again, the underlying principle is that performance rather than promise will provide a much firmer basis for public accountability.  New investigators added to a research unit would have extra shares added to the base formula allocation.

Author's Commentary on Alternatives
Ideally, a research proposal evaluation process should be able to allocate funds to the ideas with the greatest potential, independent of the source of these ideas.  Such a process should be able to include ideas from established researchers with strong track records, established researchers with weak track records, and new researchers with no track records.  It should be able to cover researchers from academia, government, and industry, ranging from one person operations to very large organizations, and cover classified and non-classified work with different venues and cultures for reporting research results.  The allocation process should incorporate the best technical judgements in arriving at final decisions, recognizing the uncertainties involved in projecting the outcomes of fundamental research. 

The two alternative approaches selected place heavy emphasis on awards to established researchers with strong track records, although they differ in how the track records would be determined, with Bicameral using peers and productivity-based using a formula.  Both minimize the use of true technical experts in the evaluation of the prospective portion of proposed research.  In actual practice, these alternatives would not differ quite as significantly from existing peer review processes as might be imagined from first reading.  As stated previously in this paper, analyses have shown that Team Quality, a euphemism for performer track record, is the dominant factor in determining reviewer overall quality score for existing and proposed research.  Thus, both the existing and alternative approaches de facto place heavy emphasis on track record.  The real difference between the alternatives and the existing approaches, in the author's opinion, is the use of technical experts in evaluating the prospective portion of the proposal.  

While both alternative approaches would reduce the cost of submitting proposals to some degree, would reduce the impacts of reviewer bias, would reduce substantially whatever pirating exists of novel ideas by competitors, and would eliminate some unnecessary time expenditures in the review processes, they have some drawbacks.  Extremely heavy emphasis on track record to the exclusion of expert judgement on proposed concepts promulgates continuation of orthodox mainstream approaches by increasing the obstacles to new entrants into the research arena.  Lack of technical expertise in the judgement of proposed research could lead to more non-technical factors predominating in the selection process, and the relative ascendance of form over substance in the evaluation.

In a zero-sum game, the Bicameral Review process appears to allocate some funds from the 'best' proposals to the 'worst' proposals because of the sliding scale and elimination of the sharp cutoff.  It does, however, provide a 'safety-net' which allocates some funding to all, or almost all, researchers.  

The productivity based system has some analogies to the present GPRA approach addressed in the companion Science article [Kostoff, 1997h], and suffers from many of the same drawbacks.  Use of any metric or combination of metrics as a stand-alone approach for evaluating research is subject to error.  The metrics chosen may or may not be a valid indicator of research quality; interpretation by peers is required to validate the credibility of the metrics.  The formula based approach has the negative potential of driving researchers to achieve numerical output targets rather than fundamental understanding.

The productivity approach is similar to a recursive system of equations, and if the initial conditions are flawed, the final figure of merit would be flawed.  For example, one of the formula terms is dollars received for research from mission agencies.  Suppose a research team had received major grants that were 'earmarked' in legislation.  This could lead to better numbers for at least two of the other formula terms as well, numbers of graduate students and papers produced, and then result in a high overall figure of merit that was not necessarily related to the intrinsic quality of the research program.  This allocation based on flawed initial conditions would recur each year until it became a self-perpetuating system, even after the 'earmarking' was terminated.  Thus, if any formula or combination of quantitative indicators is used, it must be accompanied by and subordinate to expert peer review, in order to avoid the occurrence of situations such as the one above. 

These alternatives, and others of similar nature, are based on the premise that the peer review selection process does not yield the best research, and the tremendous expenditures of time and energy in generating proposals do not justify the continuance of such an inexact process.  The validity of this basic premise can be challenged.  While peer review has its imperfections and limitations, there is little evidence that the best researchers and ideas are going without funding, and far less evidence that the alternatives above would improve the situation.  

6) What are the problems (perceived and real) with peer review? What types

of improvements could be made to the peer review process?

RNK-The commonly acknowledged problems with peer review are those addressed by my principles of high quality peer review in the next section: Bias, Objectivity, Competence, Normalization, Reliability.  Improvements would be centered around closer adherence to the principles.  

From my present perspective, probably the most serious problem is the treatment of risky research.  Despite the many Federal agency pronouncements on the importance of supporting high-risk high-payoff research, in reality there are few incentives and motivations for promoting truly high-risk research, and many dis-incentives.  Program managers rarely, if ever, are rewarded for the failures that are characteristic of high-risk research.  Use of committees for performing peer review, characteristic of many funding agencies, intrinsically leads to conservative judgements.  Provision of incentives for funding high-risk projects (with high-payoff) would be a major step forward.

7) Should there be better and more regular external and/or internal

evaluation of agency programs and practices (including peer review)? 
There needs to be a balance between review frequency and review cost-effectiveness.  Since the passage of the Government Performance and Results Act of 1993, there has been increasing pressure for agency performance evaluation, with greater inclusion of metrics to supplement research peer review.  At some point, the sheer time and effort burden of preparing for, and participating in, reviews becomes counter-productive.  More thought and effort needs to be given to performing fewer research evaluations (including peer review), but performing them correctly.

PRINCIPLES OF HIGH QUALITY PEER REVIEW

There are two components to high quality peer review.  It should be an integral part of the strategic management process, and each of its procedures and elements should be high quality.  This section describes the specific requirements for each component to be high quality.

BACKGROUND

The growth in available databases, and information storage and processing capabilities, has resulted in an attendant proliferation of computer-based management decision aids to support the strategic management process. These management support techniques include peer review, road-maps, metrics, data mining, information retrieval, bibliometrics, and retrospective studies.  While each of these techniques has its own nomenclature and literature, and superficially is treated as an independent process, in reality all these techniques are inter-related and are valuable to the degree that they synergistically support the strategic management process.  For example, road-maps require metrics for goal setting and progress tracking and data mining for placing the defined S&T  program in its larger national and global context.  But road-maps also support strategic planning and program reviews by placing the evaluated programs in the larger context of their historical lineage and end goals.  Data mining requires information retrieval for source material and bibliometrics for interpretation, but literature data mining also supports planning and review by identifying the published state-of-the-art, to allow the investment strategy to be portrayed in the context if similar work being performed globally.  In reality, all these seemingly diverse techniques support not only the strategic management process in aggregate, but all support each of the process stages.

The potential benefits to S&T from the integrated use of these techniques may be substantial, but the benefits realized so far have been minimal.  There are two central reasons for this deficiency.  First, there has been little understanding of, and little attention paid to, the intrinsic quality of these decision aids.  Second, these decision aids have not been implemented properly into the overall S&T management process, and this statement applies to the implementation of peer review.  The following two sections examine the two major components of high quality peer review: implementation-related problems in the larger management decision aid context, and requirements for high quality peer review elements, respectively.  The implementation section is extracted almost verbatim (some tailored material added) from a paper published in TASM in 1999, and the high quality peer review elements section is extracted almost verbatim (some tailored material added) from a paper published in R&D Management in 2001.

IMPLEMENTATION-RELATED PROBLEMS

There are three major implementation-related problems with management decision aids, both in practice and in the published literature.  These problems are: 1) The management support techniques tend to be treated as add-ons; 2) The management support techniques tend to be treated independently; and 3) There is a major mismatch between the developers of the (especially literature-based) management support techniques and the users of these techniques.  The first two of these problems stem from the same fundamental cause, namely, that advanced computerized management support techniques are not conceptualized and implemented as an organic component of the management structure.  The third problem arises from the separation of the contributors to the published literature from the implementing practitioners.  Typically, those who conduct peer reviews tend not to document their experiences for wide availability, while many of those who publish in the peer review literature have never conducted any peer reviews.  These three implementation-related problems are discussed in more detail in Appendix 1, following the references.

HIGH QUALITY PEER REVIEW ELEMENTS
These principles have evolved in print over the past five years.  The earliest, and most detailed, exposition can be found in my Handbook of Research Impact Assessment (1997), a document that is downloadable from my Web site.  The most recent exposition can be found in the R&D Management article of July 2001.

Most of the principles are applicable to multiple types of peer and internal reviews (proposals, programs, procedures, manuscripts, faculty or dissertations). 

PRINCIPLES/ ELEMENTS:

1) Serious commitment to high-quality S&T evaluations by the evaluating organization's most senior management with evaluation decision authority, and the associated emplacement of rewards and incentives to encourage such evaluations.

2) Operational evaluation manager's motivation to conduct a technically credible evaluation.  This person determines the review process, selects the criteria and the evaluators.  Any bias in the evaluator selection could pre-determine the outcome of the review.

3) Transmission of a clear, unambiguous statement of the review’s objectives (and conduct) and potential impact/ consequences to all participants at the initiation of the process.

4) Role, objectivity, and competency of technical experts in any S&T evaluation. Each expert should be technically competent in his/ her subject area. The competence of the total evaluation team should cover the S&T critically related to the science or technology area of present interest, as well as disciplines and technologies that have the potential to impact the overall evaluation's highest level goals and objectives.  An appropriately balanced team will assess the 'job right' aspects of the research, as well as the 'right job' aspects.

There is another aspect to insuring that the panel contains adequate people to judge whether the main goals and objectives are being met.  Many of the peer review evaluations that I have conducted or in which I have participated, across Federal government agencies, have examined large programs, in addition to individual projects.  Most of the presentations tend to focus on the technical details of the approach, with a very small amount, if any, on the investment strategy.  However, for competitive research programs that draw on a wide pool of performers, there are relatively few criticisms of the specific details of the technical approach selected.  Most of these performers know the correct equations to choose and the best techniques to be used to solve them, and they know the best experimental equipment to be used and the best techniques for their application.  The major weakness that invariably occurs in every program assessment or evaluation is exposition of the investment strategy.  A full and credible exposition of the investment strategy should include both the tabulation of the allocated resources, and the rationale behind the priorities that established the allocation distribution.  The presentations that do address investment strategy tend to be heavy on tabulations and light on rationale.

In addition, to develop the investment strategy, there should be a logical progression from a statement of the organization's or program's mission (the niche, or charter, that defines the program's scope), to a vision for the program, to a description of the technical capabilities required to attain the vision, to a description of the technical challenges or roadblocks that prevent the capabilities from being attained presently, to a description of the approach or investment strategy that provides a roadmap for overcoming the roadblocks.  In most presentations, no such background progression from mission to approach is shown.  When a multi-stage progression is shown, invariably, there is not a sharp delineation between these stages, and there will be a substitution or mixing of stages that constricts or distorts the investment strategy significantly.  In particular, many times the approach, that should be separate from the mission, is substituted for the mission.  Advancement of the technologies becomes the mission, or the vision, rather than some higher level objective independent of the specific technology employed in the approach.  This delineation of stages is not a presentation gimmick; it has serious real-world impacts.  Specifically, when the approach is substituted for the mission, the scope of potential solution technologies that will allow the mission to be accomplished in the most efficient method is not available.

If the peer panel contains detailed technical experts only, these larger problems associated with investment strategy and insuring the the 'right job' is being performed, will go un-addressed and un-noticed.

5) Contribution of every evaluation criterion or metric, and associated data, to the answer of a question that in turn would be the basis of a recommendation for future action.

6) Normalization and standardization across different S&T areas, for evaluations that will be used as a basis for comparison of S&T programs or projects.

7) Selection of evaluation criteria/ associated metrics that will help gauge the extent to which the program’s objectives are being/ were attained. 

8) Reliability or repeatability, the degree to which an S&T evaluation would be replicated if a completely different team were involved in selection, analysis, and interpretation of the basic data.

9) Global data awareness, the understanding of how S&T projects, developed systems or operations, or events, that exist globally are in any way supportive of, related to, or impacted by, the S&T programs under review.  There are presently serious deficiencies in obtaining global data awareness from the global technical literature in particular, and serious deficiencies in the use of the technical literature in the full S&T cycle in general.  These deficiencies stem from deficiencies in the literature databases and in the use made of these databases by the technical community.  Because the databases involve the international community, any major progress must eventually involve the international community.  The reasons for these deficiencies are presented in more detail in Appendix 2.  The discussion in Appendix 2 should be of particular interest to Canada, since Canada is an integral component of the TTCP International Technology Watch Partnership, whose goal is to improve global data awareness.

10) Secrecy: the allowance of reviewer anonymity and reviewee non-anonymity in order to obtain the most honest and frank viewpoints on the intrinsic quality of the research under review are desired.

11) Recognition and acceptance that the true total costs of developing a high quality evaluation using sophisticated normalization techniques and diverse experts for analyses and interpretation can be considerable. 

12) Maintenance of high ethical standards throughout the process. 
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This paper presents the principles for constructing high quality science and technology roadmaps. It provides illustrative examples from both governemnt and industrial practice. It is the first paper that presents road-mapping as a unified discipline.

TEXT MINING/ INFORMATION RETRIEVAL

Kostoff, R. N. "Text Mining for Global Technology Watch". Encyclopedia of Library and Information Science. In Press.
A comprehensive overview of text mining.

Kostoff, R. N. "Stimulating Innovation". International Handbook of Innovation. In Press.
A comprehensive overview of the use of literature-based discovery, coupled with guided workshops, for overcoming the limitations of researcher specialization to produce innovation and discovery.

Kostoff, R. N. "The Extraction of Useful Information from the BioMedical Literature". Academic Medicine. December 2001. 
Describes the use of advanced information retrieval, within the context of text mining, for extracting useful technical and infrastructure information from the biomedical literature.

Kostoff, R. N., and Geisler, E. "Strategic Management and Implementation of Textual Data Mining in Government Organizations". Technology Analysis and Strategic Management. 11:4. 1999. 
An extensive paper that describes the role of text mining in the larger strategic management context, the potential benefits from text mining, the lessons learned from a text mining pilot program, and issues to be considered in large scale implementation of text mining.

APPENDIX 1 - IMPLEMENTATION-RELATED PROBLEMS

(1) 
Techniques Treated as Add-on.

      The various decision aid tools and procedures are not incorporated into the structure of the organization, but are treated as add-ons.  For example, management/ technology metrics are generally not imbedded as an integral part of an organization's intrinsic operating structure.  They tend to be employed on a fragmented basis in response to external pressures.  They tend to make use of  whatever data is available as a result of ordinary business practices, and not the desired type of focused data that would address progress toward corporate strategic goals if the use of metrics were an integral organizational component.  Thus, instead of the logical top-down progression from OBJECTIVES ---> METRICS ---> DATA, the standard practice is DATA ---> METRICS ---> OBJECTIVES.  The ordinary business data drives the objectives that can be attained, rather than the objectives determining the data necessary to populate the metrics!  This metrics example can be extrapolated generically to other management science techniques as stated previously; they all tend to be used on a sporadic basis.  This fragmented approach makes little use of the full power available from integrating the existing management science tools. 

(2) 
Techniques Treated Independently

      Generally, the various management science techniques, if used at all within an organization, are employed independently.  One person or group may be doing metrics, another person or group peer review, a third person or group road-maps, a fourth person or group data mining, and so on.  The synergies that can be exploited by employing these tools in a unified approach are never realized.  Kostoff's 1999 article in Technovation  presents an example of promoting and stimulating innovation through a combination of workshop-based and literature-based approaches; this example illustrates some of the synergistic benefits possible from accessing multiple management science tools.  In the complex systems of management science, as in the complex systems of physical/ biological/ engineering sciences, the whole is indeed greater than the sum of its parts.  In all these complex multi-component systems with highly interactive elements, the intelligence that links the components and allows communication and control provides the benefits from the synergy. 

( 3) 
Mismatch Between Performers and Users

       Over the past few years, the author has conducted a number of literature surveys and subsequent studies in fields that can be loosely called 'management science', including research assessment (Kostoff, 1997a, 1997j, 1997k), peer review (Kostoff, 1997c, 1997h, 1998d), metrics (Kostoff, 1997i, 1998c, 1998e), data mining (Kostoff et al., 1999a, 1999f), information retrieval (Kostoff et al., 1997f), resource allocation and project selection (Kostoff, 1997a), technology transfer (Kostoff, 1997g), and road-maps (Kostoff, 1997d, 1999e).  The specific conclusions from the metrics survey will be described, and then generalized to cover all the areas surveyed. 

       Most of the documents retrieved in the metrics survey described the generation of a multitude of metrics of large data aggregates, with no indication of the relevance of these metrics to any questions or decisions supporting S&T evaluations.  The foundation of this problem is the strong dichotomy between the researchers who publish metrics studies in the literature, and the managers who use metrics to support budgetary allocation and other management decisions.  Most of the people who employ metrics for management purposes do not document their experiences and approaches in the literature.  Most of the principle and concept and (potential) application papers in the metrics literature are written by people who have never used or applied metrics for management decision-making purposes.  In addition, many of the researchers who perform metrics studies focus on single approaches or single approach applications, in order to promote the concepts that they have developed.  Conversely, the managers who use metrics have very eclectic require​ments. They need suites of metrics, or suites of metrics combined with other evaluation approaches and decision aids, in order to perform comprehensive multi-faceted S&T  evaluations.  Thus, there is a serious schism between the incentives and products of the metrics researchers (suppliers) and the incentives and requirements of the metrics users (customers).  

       Consequently, there are two major gaps in the literature on S&T metrics. First, there are few relevant papers published.  Second, most of the concept and principle and (potential) application papers that do exist bear little relation to the reality of what is required to quantitatively support science and technology assessments and evaluations for decision-making.  Because of the deficiency of metrics studies relevant to S&T applications, it is difficult to extract the conditions for high quality metrics-based evaluations solely from the open literature. Drastic alterations in this overall situation are required if metrics are going to support future government and industry business requirements in any credible manner.

       While there are some minor differences between the diverse management decision aid domains surveyed, the following observation generally appears to transcend disciplines, and can be considered universal and invariant. Most of the people who conduct program evaluations/ assessments/ plans (including practitioners who use the management science tools listed above in their repertoire) do not document their studies and/ or approaches/ techniques in the literature, and most of the management science papers in the literature are written by people who have never conducted program evaluations/ assessments/ plans.  Consequently, there is a major gap in the management science literatures, that is reflected as a major split between the theory and the practice of management science.  

       Consider, for example, the advanced operations research (and other) techniques available in the literature for resource allocation applications (Hall, 1990; Kostoff, 1997a), and then observe how resources are allocated in practice. Or, as another example, consider the esoteric literature publications on information retrieval techniques (Greengrass, 1997), and contrast those with methods actually used by librarians and other information resource personnel to retrieve information.   Or, as a third example, consider the sophisticated methods on textual data mining (TDM) in the literature, and contrast this with how the majority of R&D people actually perform TDM (i.e., reading technical papers with no computer-based support).  

Many of the papers in the management science literature are very sophisticated, while most of the techniques actually used by the practitioners are very primitive.  While the literature papers may have substantial academic merit, many bear little relation to the reality of conducting program evaluations/ assessments/ plans.  The practice of manage​ment science lags far behind what the technology of management science can offer (Geisler, 1997).

The proposed TDM implementation process, and its precursor development programs, described in the remainder of this paper were developed to overcome the limitations imposed by condition 3) above (mismatch between performer and user).  The performer and the user were unified, and the continual interplay between satisfying user requirements and performer opportunities resulted in a TDM process that was maximized from the combination of both perspectives.  Overcoming the real limitations imposed by conditions 1) and 2) above is not within the province of the TDM developer, but rather is a function of how the implementing organization chooses to integrate data mining with the other decision aid techniques to support its cohesive strategic management process.

APPENDIX 2 - GLOBAL DATA AWARENESS DEFICIENCIES

The main supporter of domestic research (especially fundamental research) is the Federal government, and I would guess that the main supporters of most global research are the respective sovereign governments.  These governments need ready access to the results of all global research performed in order to:

1) Track research impacts, to help identify benefits arising from sponsored research; 

2) Evaluate science and technology programs; 

3) Avoid research duplication; 

4) Perform myriad oversight tasks, and, in general, 

5) Serve as an integral component of a responsible research planning/ selection/ management/ evaluation process.  

In addition, recent counter-terrorism concerns have highlighted the need for ready access to, and analysis of, databases that could link people with institutions and activities.  In the S&T arena, this requires linking research performers with organizations, countries, and technical areas.  

There are three necessary conditions for ready access to this data:

1) The research results need to be documented in widely accessible databases;

2) High quality information extraction methods are required;

3) The technical community needs to be motivated to use this capability.

All three conditions have severe limitations today.

I-Research Documentation

There is a widespread belief that we are drowning in technical documentation.  We may be, but in actuality, only a small fraction of research performed ever gets documented.  I have addressed this issue in a number of papers, but essentially, there are many more disincentives for documentation than incentives.  Most documentation comes from one small segment of the academic community.  Of this documentation, again only a small fraction reaches the published literature, for the same reason of disincentive/ incentive imbalance.  

Of these publications, again only a small fraction reaches the large widely accessible databases, such as the SCI or Compendex.  Here, the inclusion decisions appear to be made by the database developer, probably for economic/ financial reasons.  Yet none of the research-sponsoring governments, including our own, appear to have control over the contents of, or interfaces with, the main research documentation sources, such as the SCI database or the more applied Engineering Compendex.  Basically, the Federal government is footing the bill for the research that makes the SCI and Compendex useful tools, but we are at the mercy of the database developers in terms of addressing our needs for such a database.  

II-Information Extraction

Of the information in the large databases, only a small fraction ever reaches the user.  There are two main reasons for this.  First, physical access to the large databases can be difficult for the majority of potential users.  Many people don't even know about the existence or the contents of these databases.  The databases are expensive.  The interfaces are different for each database, and some more difficult than others.

Second, almost no one in the technical community is familiar with information extraction and analysis techniques.  Even for those who are familiar, high quality information extraction techniques are not available.  Most of the work on information extraction has focused on algorithm and software development, as opposed to process development.  Consequently, there exists much software, but few credible extraction process in which the software is imbedded.  Existing extraction processes are heavy on data and light on information.

III-User Motivation

Because of the above limitations, and the consequent impact on quality of results obtained from existing technical literature analyses, there is little motivation for potential users to make use of the database sources during their research-related activities.  This is especially true of the government research oversight employees, who have less personal motivation than the hands-on research performers.

I believe that improvement of the research databases, enhancement of the information extraction techniques, and defining the role that the technical literature should play in the full research planning and execution cycle should be addressed in the near future.  Because of the global nature of the research process, the problem needs to be addressed at an international level.

-----Original Message-----
From: Kostoff, Ronald 
Sent: Wednesday, June 05, 2002 5:19 AM
To: 'Radford, Normand'
Cc: 'BILL MACMILLAN-CANADA'
Subject: RE: VIDEO-CONFERENCE

Norman, 

I have a couple of follow-up points from yesterday's presentation. First, the issue of incentives for risky research. 

Risk could be added to the list of evaluation criteria, as well as appropriateness for agency support. If we think of a two-dimensional plot of risk vs. payoff, the high-risk high-payoff quadrant is most appropriate for government support. The high-risk low-payoff would probably be of little interest, and the low-risk high-payoff would be most appropriate for industry support, especially for the non-defense sector. Thus, added points would be given for proposals perceived as high risk, and appropriateness for agency support would be graded as well. Some modifications might be required for the defense sector, where low-risk high-payoff projects could be appropriate for government support, since there might be little market for the product independent of defense applications. Even with low risk, industry might not have commercial motivations to pursue the technology. 

Second is your committee's scope. I had problems dealing with the social sciences/ natural sciences issue, and the accompanying problem of subsidizing the small or remote institutions. it occurred to me afterwards that two separate issues are being mixed. The balance between natural and social sciences, or balance between large and small institutions, is a resource allocation issue, not a peer review issue. Peer review is a mechanism by which the resource allocation is effected. There are other mechanisms by which the resource allocation can be accomplished. Your Committee needs to separate those issues, and its findings will be improved. Specifically, different witnesses may be preferable for each of the issues. For the resource allocation issue in particular, you might want someone with substantial experience in making such natural/ social science, or mainline/ smaller institution decisions. In the U. S., the NSF has a Directorate for Social, Behavioral, and Economic Sciences, and a person organizationally above this Directorate might be very appropriate in discussing how the natural/ social science balances are decided. In addition, NSF has a component called Crosscutting/ Interdisciplinary Programs. Some of these programs focus on special entities. For example, there is a program called Epscor that enhances the research capabilities of some states. It is described in more detail in the Appendix. My bottom line is that you may want to invite a high level decisionmaker from NSF to address the resource allocation issues in which your Committee appeared to have some interest. I would recommend Dr. Joseph Bordogna (jbordogn@nsf.gov <mailto:jbordogn@nsf.gov>), the Deputy Director. 

RNK 

-----Original Message-----
From: Kostoff, Ronald 
Sent: Saturday, June 08, 2002 6:22 AM
To: 'Radford, Normand'
Cc: 'BILL MACMILLAN-CANADA'; 'TIM DONALDSON-MINDEF'; 'GRAHAM COLEY-DERA'
Subject: RE: VIDEO-CONFERENCE

Norm, 

There is one aspect of peer review/ resource allocation that completely escaped my mind, both in my written submission and my oral testimony. I'll summarize it here; feel free to use it as you wish. 

Fundamentally, resource allocation can be transformed into development of a research portfolio, with specification of different parameter profiles that have to be met. For example, in the recent review of our naval surface and air weapons program, part of the guidance I provided to the reviewers was the following (verbatim): 

" In addition, the panel should feel free to address whatever meta-level overall ASWT program balance issues it believes are important. Specifically, for the stated mission of "Conducting Science and Technology programs that support naval Aircraft and Weapons", consider the following:
1) Is the balance among technical thrust areas appropriate?
2) Is the balance among mission areas appropriate?
3) Is the balance among funding categories (6.1/ 6.2/ 6.3) appropriate?
4) Is the balance between discretionary and non-discretionary funding appropriate?
5) is the balance between 'technology push' and 'requirements pull' appropriate?
6) Is the balance between revolutionary and evolutionary research appropriate?
7) Is the balance between technology advancement and demonstration appropriate?
8) Is the balance between high risk and low risk research appropriate?
9) Is the balance among short term, intermediate term, and long term research appropriate?
10) Is the balance between new projects and continuing projects appropriate?
11) Is the balance among performers (university/ government/ industry) appropriate?
12) Is the balance between individual research and joint projects (multi-department, multi-agency, multi-national, government-industry) appropriate?
13) Is the balance among single discipline, multiple discipline, and interdisciplinary research appropriate?
14) Is the balance between large and small projects appropriate?
15) Is the balance among research products (hardware, software, patents, presentations, reports, peer-reviewed journal papers) appropriate? " 

Each of the elements in the fifteen parameters listed could be viewed as an attribute. Many more could be listed. In particular, relative to some of the areas in which your Committee seemed to be interested, province could be added as an attribute (balance among provinces), discipline studied could be added (balance among physical, environmental, engineering, life, social sciences, etc), research approach could be added (balance among theory, experiment, computer modeling, literature-based discovery), performer characteristics could be added (balance among under-represented populations/ adequately-represented populations), institution type could be added (small/ large, teaching/ research, rural isolated/ urban, etc), etc. Research quality and mission relevance scores would be added as constraints.

The desired profiles, or balances, would need to be established by policy. Once these profile targets have been established, then they could be used in either of two ways: prospective or retrospective. In either case, all incoming proposals would have all of these attributes quantified, and the data would be entered into a master database. In the retrospective mode, once all the proposals have been evaluated and a preliminary selection decision made, the profile of the aggregate selected programs would be compared to the aggregate target profile, and any major imbalances could then be corrected by re-examining selection decisions. In the prospective mode, the desired profile would become a target (objective function, in mathematical terms), and the portfolio of proposals that minimized deviation from the target profile (minimized the objective function), subject to the constraint of a quality threshold, would constitute the preliminary selection. Either of these operational modes allows the political goals to be formalized in the selection process.

I was developing such a technique for selecting the Accelerated Research Initiatives that I mentioned at my testimony. It would have allowed optimization of the temporal funding profile of each project as well, and would have extended the temporal funding profile optimization that we were using at that time (see the journal Research Evaluation, 1991, for a description of the optimized profile). However, our agency re-organized at that time, and my responsibilities, and the ARI selection process, changed. I never pursued this approach further, but I believe its foundations are as useful today as when I examined it, and present-day computer technology would allow the optimization to occur expeditiously.

Hope this helps.

RNK
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