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I. INTRODUCTION

This paper describes some of the uses and applications of textual data mining (TDM).  The results of a demonstration program by the U.S. Office of Naval Research show the following potential benefits from TDM: (1) integration of national and multi-national S&T databases; (2) supporting strategic decisions on the direction and funding of government S&T; and (3) creation of usable S&T databases to support strategic decisions in other areas of government.  Implications of the demonstration program relative to larger scale implementation of TDM are discussed.  The larger contextual relation of TDM to management decision aids, and their contextual relation in turn to strategic management, are discussed in Kostoff [1999b].

II. TEXTUAL DATA MINING

In this section, data mining in general, and TDM in particular, are defined.  The impact of TDM on strategic management is described.  The background, structure and objectives, and lessons learned, of a prototype TDM implementation program are discussed, including the finding that the need and technology exist for large-scale implementation of TDM.  A proposed TDM implementation process is outlined, based on the prototype program.  Because of the foundational role of text S&T databases in TDM support of S&T strategic management, and the perceived present deficiencies of global S&T text databases to support the data mining process, actions critical to upgrading the quantity and quality of global S&T databases are specified in a larger document [Kostoff, 1999b].

II-A.  Definitions

Generically, data mining is the extraction of useful information from data. 

Textual data mining focuses on words and phrases within an unstructured context (i.e., free text).  It has been used for classification, correlation, and clustering of data to identify patterns and relationships of interest.  Because much of the language of S&T is unstructured free text, TDM is valuable for  analyses of this textual component.  The remainder of this discussion focuses on TDM; in particular, computer-assisted TDM.

Computer-assisted TDM incorporates sophisticated information technology tools and techniques to augment the experts' analyses of the literature.  To extract useful information from the large volumes of text that are available today in electronic form, computer-assisted TDM is a necessity.  Computer-assisted TDM is at the earliest stage of incubation, and is ripe for advancement and exploitation [Losiewicz, 2000e].

II-B.  Textual Data Mining and S&T Strategic Management

As a management decision-aid, TDM must be a quality tool that benefits the organization in its strategic evaluation of S&T. By generating valuable information on S&T, both at the level of the organization and the discipline(s) or topics, TDM helps answer the following critical questions:

(1) What S&T is being performed (globally and by the organization, its industry, or its parent agency)?

(1) Who is performing this work?

(1) Where is it being performed?

(1) What messages, patterns, and relationships can be extrapolated from the databases mined? and

(1) What is not being performed (globally or at the level of the organization, industry, or patent agency)?

Answers to these questions, albeit perhaps partial or incomplete, may contribute to the following components of the strategic management of S&T.  First, the long term planning of S&T benefits from a more precise view of what S&T is and is not being performed.  Formulation of strategic goals is a process that depends on background knowledge of current S&T achievements and S&T directions in which these topics may progress.  A critical component of the S&T strategic planning is the projection of specific human resource skills necessary for achieving the desired S&T goals.

Second, the identification and selection of management procedures may greatly benefit from the generation of knowledge about patterns, trends, messages, and relationships in S&T performed by the organization and by other entities, as well as globally.  Such knowledge would indicate gaps in the organization’s S&T (vis-a-vis its goals, needs, and the requirements of the parent agency), and in the skills and competencies that the organization requires to perform and to survive.

Third, the selection of review, oversight, and evaluation (imposed by the sponsoring agency and by senior management) will greatly benefit from answers to the five questions above.  TDM may yield knowledge about the state-of-the-art and how the organization compares with similar S&T institutions.  Such knowledge may provide background for the selection and application of standards and review benchmarks.

Finally, TDM may yield knowledge about relationships and patterns in global S&T that allow the organization to develop a strategic view of the S&T environment it faces.  This in turn can be translated by management to chart its interactions with the environment and to introduce necessary changes in the general as well as tactical direction of S&T.

However, these potential benefits will not materialize unless the organization is able to appropriately implement TDM.  Thus, implementation (as complex and difficult as it may be) is a crucial element of successful.  A recent prototype TDM program at the Office of Naval Research showed that successful implementation requires three conditions: establishing the TDM resource infrastructure; providing a level of training that will result in high quality output; providing incentives and motivation for using TDM in strategic and tactical applications.  In this paper, a framework for implementation is proposed based on the findings of the prototype program.

II-C.  Prototype Implementation Program

II-C-1.  Background.  The prototype TDM implementation program conducted in FY98 at the Office of Naval Research was the culmination of seven years of prior preparatory efforts.  These prior efforts were conducted to remedy deficiencies in the then‑existing TDM approaches designed in particular to support research evaluation.  Some of this history that describes the evolution of co‑word‑based TDM in 1991 to its use in the prototype implementation program will now be summarized.  A much more detailed description can be found in Kostoff  [1997d, 1998].

Much of the forefront TDM used for research evaluation prior to the initial efforts in the early 1990s was centered about the use of co‑word analysis applied to keywords.  This technique is based on analyzing the co‑occurrence frequency of words or phrases in the same syntactic domain.  There were at least two major problems with this approach: (i) the text was not analyzed directly; and (ii) the analysis was performed solely on the key words.  The bias and error introduced from key word analysis was unknown, but use of key words continued to affect the credibility of the technique for years [Healey, Rothman, & Hoch, 1986; Leydesdorff, 1987].

The classical co‑word analyses for research evaluation did not allow the richness of the semantic relationships in full text to be exploited, and it was restricted to formally published papers.  In order to allow any form of free text to be used, Database Tomography (DT) was developed [Kostoff, 1991a, 1995].

In 1990‑1991, experiments were performed at the Office of Naval Research [Kostoff, 1991b] that showed the frequency with which phrases appeared in full text narrative technical documents was related to the main themes of the text.  The phrases with the highest frequencies of appearance represented the main, 'pervasive' themes of the text.  In addition, the experiments showed that the physical proximity of the phrases was related to the thematic proximity.  These experiments formed the basis of DT.

The DT method in its entirety requires generically three distinct steps.  The first step is identification of the main themes of the text being analyzed.  The second step is determination of the quantitative and qualitative relationships among the main themes and their secondary themes. The final step is tracking the evolution of these themes and their relationships through time.  The first two steps will be summarized below.  Time evolutions of themes have not yet been performed.

First, the frequencies of appearance in the total text of all single word phrases (e.g., matrix), adjacent double word phrases (e.g., metal matrix), and adjacent triple word phrases (e.g., metal matrix composites) are computed.  The highest frequency significant technical content phrases are selected by topical experts as the pervasive themes of the full database.

Second, for each theme phrase, the frequencies of phrases within +/‑ M (nominally 50) words of the theme phrase for every occurrence in the full text are computed, and a phrase frequency dictionary is constructed.  This dictionary contains the phrases closely related to the theme phrase.  Numerical indices are employed to quantify the strength of this relationship.  Both quantitative and qualitative analyses are performed by the topical expert for each dictionary (hereafter called cluster) yielding, among many results, those sub‑themes closely related to and supportive of the main cluster theme.

Third, threshold values are assigned to the numerical indices, and these indices are used to filter out the most closely related phrases to the cluster theme.  However, because numbers are limited in their ability to portray the conceptual relationships among themes and sub‑themes, the qualitative analyses of the extracted data by the topical experts have been at least as important as the quantitative analyses.  The richness and detail of the extracted data in the full text analysis allows an understanding of the theme interrelationships not heretofore possible with previous text abstraction techniques (using index words, key words, etc.).

At this point, a variety of different analyses can be performed.  For databases of non‑journal technical articles [Kostoff, 1991a, 1992, 1993, 1994], the final results have been identification of the pervasive technical themes of the database, the relationship among these themes, and the relationship of supporting sub‑thrust areas (both high and low frequency) to the high‑frequency themes.  For the more recent studies in which the databases are journal article abstracts and associated infrastructure/bibliometric information (authors, journals, addresses, etc), the final results have also included relationships among the technical themes and authors, journals, institutions, etc [Kostoff, 1997d, 1997f, 1998, 1999a, 2000a, 2000b, 2000c].

These more recent journal‑abstract‑based DT processes performed represent the framework of a TDM approach that couples the TDM research and associated computer technology processes closely with the TDM user.  Strategic database maps are developed on the front end of the process using bibliometrics and DT, with heavy involvement from topical domain experts (either users or their proxies) in the DT component of strategic map generation.  The strategic maps themselves are then used as guidelines for detailed expert analysis of segments of the total database.  The author believes that this is the proper use of automated techniques for TDM, to augment and amplify the capabilities of the expert by providing insights to the database structure and contents, not to replace the experts by a combination of machines and non‑experts.

II-C-2.  Objectives and Structure.  The confluence of: (i) the rapid expansion of information technology hardware and software in recent years; (ii) the rapid expansion of massive S&T electronic databases with wide availability; (iii) the technical results and knowledge gained from the recent DT studies; and (iv) the perceived strategic need of the naval forces for TDM augmentation of their capabilities as they evolve toward network‑centric information technology dominated operation, resulted in a 1997 proposal by the author to establish a prototype program for implementation and integration of TDM. The program's two specific objectives were: (i) demonstrate feasibility and added value of employing topical area experts on the TDM studies; and (ii) understand how to apply TDM to a broad spectrum of databases.

The approved FY98 program contained the same four basic building blocks of the prior DT‑based activities: (i) information retrieval using an iterative query approach with relevance feedback and term expansion; (ii) bibliometric studies of retrieved records; (iii) computational linguistics studies of retrieved records; and (iv) interpretation and analysis of retrieved records and computer output.  Unlike the previous DT studies, where the majority of the funds went toward process development, the majority of the funding for studies performed in the FY98 program  was allocated to topical area experts.  Three studies were performed (ship hydrodynamics S&T [Kostoff, 2000c], aircraft S&T [Kostoff, 2000b], fullerenes S&T [Kostoff, 2000a]), using a total of five topical area experts.  Six source databases were examined in the course of the three studies.  These included databases of technical papers and reports (Science Citation Index, Engineering Compendex, National Technical Information Service Technical Reports), databases of government and industry project narratives (RADIUS, IR&D), and a web‑based patent database.  Time and resource limitations permitted only the technical papers and reports databases to be used in the studies.

II-D.  Lessons Learned from Demonstration Program

A number of valuable lessons were learned from the FY98 program, and they will be incorporated in future efforts.  These lessons are now summarized.  The first four lessons discussed relate to the four basic building blocks of the FY98 program described above.

II-D-1.  Value of Iterative Query Reformulation.  The iterative query approach of simulated nucleation [Kostoff, 1997f] was used for all studies. Typical queries required about three iterations until convergence was obtained, and ranged in size from a dozen terms to a couple of hundred terms.  The query size depended on the objectives of the study, and the contents of the database relative to the study objectives.

For example, one of the studies focused on the S&T of the aircraft platform [Kostoff, 2000b].  The query philosophy was to start with AIRCRAFT, then add terms that would expand the aircraft S&T papers retrieved and would eliminate papers not relevant to aircraft S&T.  The SCI query required 207 terms and 3 iterations, while the EC query required 13 terms and one iteration.  Because of the technology focus of the EC, most of the papers retrieved using an aircraft or helicopter type query term focused on the S&T of the platform itself, and were aligned with the study goals.  Because of the research focus of the SCI, many of the papers retrieved focused on the science that could be performed from the aircraft platform, rather than the S&T of the platform, and were not aligned with the study goals.  Therefore, no adjustments were required to the EC query, whereas many not Boolean terms were required to eliminate aircraft papers not aligned with the main study objectives.  It is analogous to the selection of a mathematical coordinate system for solving a physical problem.  If the grid lines are well aligned with the physical problem to be solved, the equations will be relatively simple.  If the grid lines are not well aligned, the equations will contain a large number of terms required to translate between the geometry of the physical problem and the geometry of the coordinate system.

The iterative query approach provided an increased ratio of relevant to non‑relevant papers; it provided an increased signal‑to‑noise ratio.  The approach allowed more records in the specific targeted field to be retrieved; it provided an increased signal.  The approach allowed more records in allied S&T fields to be retrieved, and in some cases allowed relevant records in disparate fields to be retrieved.  The latter capability has high potential for generating innovation and discovery from disparate disciplines [Kostoff, 1997c].

II-D-2.  Value of Bibliometrics.   Frequency lists were generated (in highest frequency order) of authors, journals, organizations, countries, cited authors, cited papers, and cited journals.  Bibliometric analyses were then performed on the retrieved records, and comparisons were made among the diverse disciplines studied [e.g., Kostoff, 2000a].

The frequency lists, and the subsequent analyses, allowed the critical infrastructure in each field to be identified.  This is useful for identifying credible experts for workshops and review panels, and for planning itineraries of productive individuals and organizations to be visited.  For assessment purposes, the bibliometrics allowed productivity and impact of specific papers/ authors/ organizations to be tracked and estimated.  For further analyses, the bibliometrics allowed the critical intellectual heritage in each field (highly cited authors/ papers /journals) to be identified.  For perspective and context, it is important to compare bibliometrics across disciplines, so that anomalies in any one discipline can be spotted more easily, and universal trends can also be identified.

II-D-3.  Value of Computational Linguistics
II-D-3-a.  Phrase Frequency Analysis.  Single word, adjacent double word, and adjacent triple word phrases were extracted from the abstracts of the retrieved papers, and their frequencies of occurrence in the text were computed.  A taxonomy was generated (top‑down, bottom‑up, or some hybrid) whose categories covered the technical scope of the phrases, and the phrases and their associated occurrence frequencies were placed in the appropriate categories.  The frequencies in each category were summed, thereby providing an estimate of levels of category technical emphasis on a global basis.

This proved to be a very useful approach for estimating levels of emphasis (‘Emphasis' is used rather than 'effort', since phrases rather than funding were being computed).  It allowed judgements of adequacy and deficiency in selected S&T categories to be made.  However, in order for these judgements to be made, some additional context was necessary. Either requirements‑driven levels of emphasis for the different categories needed to be provided, and/ or opportunity‑driven levels of emphasis for the different categories needed to be provided.  For the specific areas studied, phrase frequency analyses of requirements/ guidance documents were performed to obtain quantitative estimates of levels of emphasis for context, and the phrase frequency results from the S&T documents were then matrixed against the phrase frequency results from the requirements /guidance documents.  Judgements of adequacy and deficiency of technical emphasis in the different categories could be estimated.  The opportunity‑driven levels of emphasis, which are a statement of what could be done in the categories with state‑of‑the‑art S&T, were estimated based on intuition and judgement of the technical experts, and more softly matrixed against the phrase frequency results from the S&T documents to provide further judgements of adequacy and deficiency.

Obviously, more hierarchical levels in the taxonomy lead to greater resolution of the subcategories, and thereby to greater specificity of judgements of adequacy and deficiency that can be made.  For example, if the lowest level materials category in a taxonomy of ship subsystems is “materials”, then a gross judgement of adequacy or deficiency of technical emphasis in “materials” is all that can be made.  This does not help guide decisions because of the lack of specificity.  If, however, the lowest level materials category includes subcategories such as “welded titanium alloys”, then judgements as to the adequacy or deficiency of technical emphasis in “welded titanium alloys” can be made.  The more detailed the category, the more useful the result from a programmatic viewpoint, and the greater are the numbers of adequacy or deficiency judgements that can be made.  However, the greater the number of categories, the lower the frequencies of the phrases required for statistical significance, the greater the amount of work required, and the more expensive and time consuming is the study.  Thus, a tradeoff between study time and costs, and quality of results required, must be performed.

It was also found useful to apply phrase frequency analysis to multiple database fields to gain different perspectives.  The fields (keywords, titles, abstracts) are used by their originators for different purposes, and the phrase frequency results can provide a different picture of the overall discipline studied based on which field was examined.  For example, in the aircraft study [Kostoff, 2000b], a high frequency keyword focal area was concentrated on the mature technology issues of longevity and maintenance; this view of the aircraft literature was not evident from the high frequency abstract phrases.  The lower frequency abstract phrases had to be accessed to identify thrusts in this mature technology/ longevity/maintenance area.

Keywords are author/ indexer summary judgements of the main focus of the paper's contents, and represent a higher level description of the contents than the actual words in the paper/ abstract.  Thus, one explanation for the difference between the conclusions from the high frequency keywords and abstract phrases is that the body of non‑maintenance abstract phrases, when considered in aggregate from a gestalt viewpoint, are viewed by the author/ indexer as maintenance/ longevity oriented.  However, while there may be a difference in high frequency phrases between the two data sources, there may be far less of a difference when both high and low frequency phrases are considered.  Thus, a second possible explanation is that, in some technical areas in different databases, there is more diversity in descriptive language employed.  Rather than a few high frequency phrases to describe the area, many diverse low frequency phrases are used.  This could result from the research encompassing a wider spectrum of smaller effort topics.  It could also result from the absence of a recognized discipline, with its accepted associated language.  This would reflect the arbitrary combination of a number of diverse fields to produce the technical area, with the associated numerous but low frequency thrusts.  Another explanation is that maintenance and longevity issues are politically popular now, and the authors/ indexers may be applying (consciously or subconsciously) this 'spin' to attract more reader interest.

Also, the abstract phrases from the aircraft study contain heavy emphasis on laboratory and flight test phenomena, whereas there was a noticeable absence of any test facilities and testing phenomena in the keywords.  Again, the indexers may view much of the testing as a means to the end, and their keywords reflect the ultimate objectives or applications rather than the detailed approaches for reaching these objectives.  However, there was also emphasis on high performance in the abstract phrases, a category conspicuously absent from the keywords.  In fact, the presence of mature technology and longevity descriptors in the keywords, coupled with the absence of high performance descriptors, provides a very different picture of aircraft literature research from the presence of high performance descriptors in the abstract phrases, coupled with the absence of mature technology and longevity/maintenance descriptors.

This analytical procedure, and subsequent analytical procedures based on the phrase proximity results (described later), are not independent of the analyst's domain knowledge; they are, in fact, expert‑centric.  The computer techniques play a strong supporting role, but they are subservient to the expert, and not vice versa.  The computer‑derived results help guide and structure the expert's analytical processes; the computer output provides a framework upon which the expert can construct a comprehensive story.  The conclusions, however, will reflect the biases and limitations of the expert(s).  Thus, a fully credible analysis requires not only domain knowledge by the analyst(s), but probably domain knowledge representing a diversity of backgrounds.  It was also found useful in each study to incorporate a generalist with substantial experience in analyzing different technical domains, who could identify unique patterns for that technical domain not evident to the domain experts.

II-D-3-b.  Phrase Proximity Analysis.  After the high frequency phrases had been identified from the phrase frequency analysis, phrases of particular interest to the objectives of the study were selected.  The algorithms then constructed frequency dictionaries of phrases in the text located in close physical proximity to the phrase of interest, with numerical indicators accompanying each dictionary phrase.  The indicators served as filters, and allowed only those phrases most closely associated with the theme phrase to be selected finally.  The process was applied to different database fields/ combination of fields to generate a variety of association results.  Applied to the infrastructure component (title, author, journal, organization, country), the proximity analysis identified the key authors/ journals/ organizations closely related to specific technical areas of interest.  This is particularly useful when attempting to define the infrastructure for an unfamiliar area.  Applied to the abstract component, proximity analysis allowed closely related themes to be identified.  This may be of particular value in identifying low frequency phrases closely associated with high frequency themes; the so‑called 'needle‑in‑a haystack'.  In this application, however, the background and perspective of the technical expert were extremely important, since the core requirement is to recognize signal from a substantial amount of clutter.

Further applied to the abstract, proximity analysis allows taxonomies with relatively independent categories to be generated using a 'bottom‑up' approach.  This is a potentially powerful capability, since taxonomies are used in all phases of S&T performance and management, and a technique that can generate credible taxonomies semi‑autonomously in relatively undeveloped disciplines has many applications.  In the present DT approach, the taxonomies are generated by selecting many high frequency themes from the phrase frequency analysis, constructing a phrase frequency dictionary for each theme of phrases located physically close to the theme in the text, and then grouping related themes whose dictionaries contain more than a threshold number of shared phrases into categories.  The process is somewhat labor intensive at present, but has the potential for substantial automation with time and labor reduction.

Applied to different record fields as part of the query process, proximity analysis allows complementary and disparate literatures that contain themes related to the target literature to be accessed.  This approach has a high potential for innovation and discovery from other disciplines  [Kostoff, 1997c]. Finally, proximity analysis has proven to be useful for estimating levels of technical emphasis closely associated with specific technical sub‑areas.

II-D-4.  Value of Technical Domain Expertise: The Learning Curve.  The FY98 experience showed conclusively that, for a high quality data mining study, close involvement of the technical domain expert is required in all stages where the computational linguistics component was used (information retrieval, phrase frequency and proximity analyses, and integrated interpretation and analysis).  To insure that multiple perspectives are incorporated into the study, such that maximum data anomalies will be detected, multiple domain experts with diverse backgrounds and data mining experts who have analyzed many different disciplines are required.

From an organization's long‑range strategic viewpoint, the main output from a data mining study is not necessarily the documents or files of data generated. The main output is the technical expert(s) who has had his/ her horizons and perspectives broadened substantially as a result of participating in the full data mining process, and who can use this expanded knowledge to better support the S&T management process.  The data mining tools/ techniques/ tangible products are of secondary importance to the organization’s long-term strategic health relative to the expert with advanced capabilities.  There was a steep learning curve required to integrate the domain expert with the computational tools.  The operational mechanics were not the problem; the major roadblock was the time required for the expert to understand how the tools should be applied to address the study's specific objectives, and how their products should be analyzed and interpreted.  The problem stems from the fact that data mining requires additional skills beyond traditional science and engineering training and experience, and technical domain experts do not necessarily develop such skills in the traditional technical specialty career.  Due to the learning curve problem, substantial time was required to train the expert how to use and interpret computational tools.

II-D-5.  Cost and Time Estimates.  Because of the start‑up costs associated with the learning curve, long‑range involvement of the expert(s) with data mining of the program/ topic area is cost‑effective.  For TDM studies that are not overly time‑intensive, the Program Officers in an S&T sponsoring organization could serve as the technical experts.  For more detailed time‑intensive TDM studies, the Program Officers might require support from contractors, or might want the contractors to perform the complete TDM study.  To insure that long‑range involvement is executed appropriately, a strategic plan showing how data mining is integrated into an organization's business operations is required.  Such a plan would address the role of textual data mining in the context of overall data mining, the role of the organization's overall data mining in the context of allied organizations' data mining in similar technical areas, and how different types/ classes of technical experts should be integrated most efficiently into the data mining process.

Data mining cannot be used sporadically to realize its full benefits, but must become an integral part of any S&T sponsor's business operations.  A strategic plan that presents TDM in this larger context is required to insure that data mining integration is implemented in a cost‑effective manner.  Such a plan would identify the different ways data mining would support the S&T sponsor's operations, such as planning, reviews, assessments, metrics, oversight response, etc.  Each of these applications has different objectives, metrics to address those specific objectives, data requirements for each metric, different types of experts required, and different suites of data mining tools required.  A strategic plan allows a top‑down driven approach to data mining, in which the desired objectives are the starting point, and the data required to satisfy the objectives can be identified, and planned for, in advance.  Without such a plan, the organization is constrained by whatever data exists and has been gathered for other purposes.  This bottom‑up approach forces the organization to use whatever metrics the existing data will support, whether or not these metrics are most appropriate to satisfying the overall objectives of the application.

II-D-6.  Need for Large‑Scale Implementation.  By the end of FY98, it became clear that the TDM pilot program could serve as a prototype for how TDM should be implemented on a larger scale. Further, it became clear that there is sufficient information about existing TDM tools and processes that implementation could provide useful results now, and thereby increase the customer base and support for TDM now.  It also became clear that TDM had substantial value for supporting strategic management of S&T, and that the S&T community would benefit from accelerated introduction of TDM to a wide variety of S&T‑related users.

Two major avenues had to be pursued simultaneously if there were to be any chance of a high‑quality powerful TDM process achieving wide applicability within the potential user community.  First, a broad segment of the S&T‑related user community needed to gain understanding of, and experience with, TDM.  This is an absolute necessity for converting TDM from a literature‑based phenomenon to a working support system.  Second, a number of specific tools and process development techniques had to be developed and/ or refined.  This would increase the quality and power of TDM.  It appeared that the most prudent way to accomplish both objectives would be to train a wide segment of interested users with the techniques and processes available today, while at the same time upgrading and refining these tools and processes.  Once the cultural roadblock of using TDM is removed through positive application experiences, acquiring and learning new tools and processes would be reduced to a secondary problem.

A process that would accomplish these two objectives was developed, and is presented in the next section.  It could be applied at any organizational level, including that of the total Federal government.  It applies to industry or academia as well.

II-E.  Proposed Implementation Process
II-E-1.  Objective.  The objective of this proposed process is to augment the capabilities of S&T managers for covering their technical spheres of responsibility by providing them in‑house training for using TDM.  This would provide the managers with both the tools, and the understanding of how to apply the tools to achieve the desired enhanced awareness of their technical fields.  It would be a major first step in integrating the data mining capability with the management of S&T.

II-E-2.  Approach.  The approach proposed is learning by doing, and is based mainly on the experiences from the FY98 TDM pilot program, and precursor efforts.  The pilot program showed the necessity for a 'hands‑on' experiential approach with close supervision to provide technical experts a basic understanding of TDM principles and applications.

The pilot program employed five separate technical domain expert contractors in FY98, none of whom had any real data mining experience.  They were initially provided with papers outlining the techniques to be used, and were provided briefings on the details of the approach. However, the contractors made little progress until they started working the assigned problem 'hands‑on', accompanied by very close supervision.  In the initial phases of the project, they were able to become familiar with the mechanics of data mining (i.e., operating the algorithms).  It was not until the final interpretive and integrative phases that they developed some understanding of where and how to apply the techniques and algorithms, and how to perform the analyses to extract substantial information from the data.  In other words, the contractors had to experience the complete process (i.e., perform a full study) before they developed a minimal understanding of what data mining could offer and how to proceed to obtain its full benefits.  At the end of the study, they had developed a much greater understanding of, and appreciation for, the benefits that TDM could offer, and could start to perform studies on their own.  They could perform the types of extensive queries and bibliometrics studies that would be of central interest to Program Officers and other S&T program‑related personnel in obtaining a more integrated and expanded view of their technical fields.

The approach proposed here would start with an initial two‑week full time data mining effort.  A group of perhaps three people would constitute the class.  It would be conducted in a dedicated on‑site data mining facility, so that office responsibilities would not interfere with the training.  Each student would bring a problem(s) of work‑related interest, and the problem selected for each student to data‑mine would be negotiated with the instructor.  After some instruction, the students would proceed to work the problem.  There would be close supervision by the instructor to enhance the knowledge transfer process.  Because of the sequential nature of the data mining approach, almost all of the two weeks would be spent on query development and generation of the related bibliometrics.  Operationally, the students would focus almost exclusively on reading abstracts of the literature in their chosen work‑related area, deciding on the relevance of specific documents to the central focus of their topical area.  After the two‑week period, the students would return to their regular activities, and complete the projects on a part time basis.  The complete approach and results would be documented and placed on the Web, to allow access to the findings by the larger technical community.

Past experience has shown that when the technical experts complete the full cycle described here, and understand the enhanced capabilities that data mining can provide to support their job responsibilities, they are much more motivated to use data mining as an integral part of their daily activities.  Thus, the important output of long‑term benefit is the ingraining of the data mining process into the student's psyche.  Once they understand the process, they can apply its principles to any database, and easily incorporate new analysis tools as they become available.

II-E-3.  Resources
The following resources are proposed.

II-E-3-a.  Time.  The time required for each student to complete the initial full cycle is not negligible.  However, experience has shown that substantial time and effort are required to achieve the full benefits of what TDM has to offer. TDM is deceptively simple; many people believe that a straight‑forward extrapolation from familiar literature searches is all that is required to achieve TDM‑based insights and understanding.  Moreover, there is a widespread belief in the 'magic bullet' approach to TDM.  Many people believe that there exist one or a few stand‑alone TDM tools that can be applied easily to various literatures to produce highly useful results to support S&T management.

In fact, TDM is inherently complex.  To assemble concepts and their inter‑relations from verbal fragments is an extremely difficult task, and is not fully amenable to the mechanistic approaches of the software tools. The context of the verbal fragments is the important driver to enhanced understanding, and assembling the verbal fragments requires the contextual oversight that only the human expert can provide.  In order for the human expert to understand how and when to apply the context, substantial learning time is required.  The main value of the software tools is not to do TDM, but to organize the input data such that the human expert can place it into its proper context more easily.

II-E-3-b.  Instruction.  Quality instruction will be the critical path to wide- scale dissemination of high quality TDM techniques.  There are very few people with appropriate demonstrated experience in all the important aspects of TDM (query development and information retrieval, bibliometrics, computational linguistics, cross‑literature discovery) related to supporting S&T management to insure that high quality training results.  There is substantial evidence that people who have been trained poorly in TDM develop negative attitudes about the potential of TDM.  This is not due to any intrinsic defects in TDM, but rather because the full capabilities of TDM were not communicated to the student due to instructor deficiencies. Many high quality TDM instructors need to be trained starting now, and the time for training is substantial.

II-E-3-c.  Software Tools.  There are many software tools available that could support TDM now.  For the initial training, tools selected should have the capability to support iterative query development, bibliometrics, and computational linguistics (phrase frequency and some type of phrase proximity/ clustering to relate concepts from one literature or many literatures).  These algorithms should preferably be integrated into one seamless tool, operable on a single platform. As time proceeds and the community's understanding of data mining improves, the tools would continually be updated, but tool development should not hinder the initiation of the implementation.  Tool development, and process improvement, should be funded in parallel with the implementation procedure.

II-E-3-d.  Logistics.  Each full‑time class would last for two weeks, and contain three students. There would be a one‑week interval between classes to allow the instructor to provide support to the students who are completing their project on a part‑time basis.  This would result in about 50 students per instructor produced annually.  This number could be increased or decreased, depending on evolving experiences with the class and its products.   Because of the sparse number of qualified instructors presently available relative to what is needed for full‑scale implementation, some targeted pilot demonstration programs in a few agencies would be required initially, until adequate competent instructors become available for larger‑scale implementation.  In fact, this need to train qualified instructors is as important a driver for immediate implementation initiation as the other more technical reasons presented above.

II-E-3-e.  Student Personnel.  The initial student pool would include S&T Program Officers, field management and liaison personnel, acquisition personnel, and personnel involved in planning and oversight of S&T programs.  The latter group of members may find the class particularly valuable, since it would allow them to access a literature that they may not have the opportunity to access often.  Given their projected responsibilities, it would be very useful for them to at least be familiar with the S&T component of this literature.  Other types of people could also be added to this class.  Each student could work on a separate problem, or the students could form a team to work on one problem of mutual interest.

II-E-3-f.  Quality Control.  It is of utmost importance that a high level of quality be maintained throughout the data mining process.  Experience has shown that low‑quality data mining will dis-interest potential users, whereas high quality data mining will motivate people to incorporate it into their daily work activities.  To insure that the students are motivated to perform at their best, they would be evaluated on their performance, and this would contribute to their annual performance review.  If such discipline is not invoked, there is the danger that the data mining class could be treated in the cavalier way other types of required briefings are treated.  If complete attention is not given to data mining, the results will be shallow, and the intrinsic value of the process will not be evident to the students.

III. DEVELOPING GLOBAL S&T DATABASES

The prototype implementation program and preparatory effort have yielded lessons regarding the nature of the databases necessary for effective implementation and useful application.  As a result of these studies, it has become clear that: (1) insufficient S&T results (both foreign and domestic) are being documented, (2) those that are documented are incomplete from the perspective of potential sponsor and user applications, (3)  many of those that are documented and incomplete are relatively inaccessible to a wide variety of potential users, and (4) the technology and need now exist to correct this situation on a global basis.  These issues are discussed at length in Kostoff [1999b], and a proposal to establish multi-national databases that overcome the above-described deficiencies is presented in Kostoff [1999b] as well.

IV. CONCLUSIONS

In a competitive global environment, the fundamental limitation to the quality of S&T strategic management is understanding the S&T that has been performed, is being performed, and is planned to be performed.  Limits on this S&T understanding constrain the utility of any modern decision aids that support strategic management.

Three avenues exist to enhance this S&T understanding: direct personal knowledge transfer, analysis of tangible physical systems; and analysis of documented results from the management and performance of S&T.  Personal knowledge transfer is slow and very limited in scope.  Analysis and reverse engineering of tangible physical systems is slow and incomplete, and the S&T understanding obtained is limited.

Analysis of documented results was the focus of the present paper.  It offers access to the widest amount of information.  However, as this paper has shown, the existing S&T databases are very incomplete and limited relative to what could be generated with global S&T sponsor agreements. Further, the methods for extracting information from existing databases are very inefficient, and their algorithmic components have not been integrated very well with their human interpretive components.

This paper, and especially Kostoff [1999b], have presented an approach to improving the database limitation problem through the joint construction of multi-national S&T databases whose core data entries are more complete.  These databases would be end-use customer requirements driven, rather than database vendor driven.  This paper has also presented an approach to improving the information extraction process, and has proposed a plan to implement this approach.  The implementation plan, like the information extraction approach, requires time and adequate effort.  The approach and plan are based on the author’s belief that high quality textual data mining is inherently complex, and no simple ‘magic bullets’ or other ‘quick fixes’ will produce the technical intelligence of which data mining is capable.  The relatively extensive training proposed and required is probably most cost-effective for organizations that want to develop a long-term strategic TDM capability.
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