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Basic physics research has both direct and indirect impacts on numerous areas of science and technology, but many assessment methods underestimate the sum total of these impacts

The impact of physics research

Ronald Neil Kostoff and Jesus Antonio del Río

Identifying the impact of physics research is important to many people and organizations, including research managers at companies, programme managers at funding agencies and, of course, physicists themselves. They are interested in who is citing the research, what impact it is having in various technical and development areas, and whether it is reaching the intended audience. They are also interested in whether the magnitude of the payoff justified the investment, what level of future investments can be justified, and where the new ideas are going.

Since fundamental research can evolve along many paths, tracking the impacts of research becomes complex. The research process starts with inputs. These are the resources necessary for the performance of research: they include the levels of funding plus intangibles such as people capabilities, knowledge and other factors. The next step in the process is activity. This represents the conversion of the inputs to research performance and includes people employed in the research activity, the facilities used and other factors. So far, no product has been associated with inputs or activity.

The third step is the production of outputs. These are the short-term products resulting from the activities and include publications, patents and so on. To a large extent, outputs are under the direct control of the research performer. However, external “players” such as journal editors and patent examiners also have a degree of control over the final product. In terms of the mission of the organizations funding research, outputs are not usually an end in themselves, but a means to a larger end.

The final step is the impact of the research on outcomes. Outcomes are the longer-term and broader benefits of research. They are measured by impacts on higher goals, such as improved health, reduced environmental insults and so on. Whereas outputs are, to a large extent, determined by the organization conducting the research, outcomes are determined by a number of factors well beyond its control, such as political, economic, financial and legal factors.

Overview

Fundamental physics research can have an impact on many other branches of science and technology, although the impacts on development, products and actual outcomes tend to be indirect. Moreover, many researchers from many organizations address generically similar problems in basic physics. This combination of factors produces three consequences. First, all these diverse direct impacts need to be tracked to make a complete account of the impact of physics research. Second, all the indirect impacts must also be tracked, and methods must be devised to separate out the unique contributions of the physics research to the final product. Third, costs must be allocated across all the researchers and all the sponsors as a function of time; the benefits must also be allocated across diverse groups as a function of time.

There are three generic approaches to tracking the impact of research: quantitative, semi-quantitative, and qualitative. There are several widely used quantitative approaches: economic methods (e.g. cost-benefit analysis), science and technology indicators (e.g. publications and patents), and so-called integral methods. While quantitative approaches are the most objective, they tend to concentrate on direct impacts, and substantially undervalue the total impact of the physics research on society. 

Semi-quantitative approaches are probably the most widely used for tracking impact. They examine developed technologies or systems retrospectively to determine the various events that led to the final product. While there may be some quantification of results, the focus is more anecdotal than quantitative, and the focus is usually on the detailed examination of a few high impact cases, rather than a wide-scale identification of many diverse impacts.

Qualitative approaches are variants of peer review. Panels of experts are assembled, and impacts are identified based on the participants’ knowledge and, usually, personal experience.

Cost-benefit analyses

Quantitative approaches can be either retrospective or prospective (i.e., forward in time). Retrospective approaches are much more credible because the data is “hard”, although even hard data can suffer from certain assumptions. Overall, there is little effort or money devoted to serious retrospective quantitative studies and prospective economic approaches are used more widely, even though the data are much more uncertain. 

Cost-benefit analyses are a family of related techniques that are used more widely in industry than government. Although there are many types of cost-benefit analysis, the basic approach is similar. A starting point for the research in time is defined and the costs of developing the product, and the value of the benefits arising from the product, are estimated as a function of time. The net benefits are then compared with the net costs (after making allowances for inflation).

Prospective cost-benefit analyses have limited accuracy when applied to basic research. As an example, one of the authors (RNK) performed a deterministic cost-benefit analysis on a hybrid fusion reactor in the 1980s. Its real problem -- a problem that limits any attempt to perform a cost-benefit analysis on a concept in the basic research stage -- was the inherent uncertainty of controlling the fusion process. This translated into the inability to predict the probabilities of success and the time and cost schedules for overcoming problems in fundamental plasma research (e.g., plasma stability and confinement times).

The main value of the cost-benefit approach in this example was to show that the potential existed for a positive payoff from the hybrid reactor development, and that there was a credible region in parameter space in which controlled fusion development could prove cost effective. However, we could not determine the likelihood of achieving that payoff.

Some of the best economic analyses of science and technology are carried out by the US National Institute of Standards and Technology (NIST) for its research programmes in fundamental measurement standards, measurement and test methods,  and other areas. Over the past decade, NIST studies of about 25 basic and applied science projects that had an impact on manufacturing R&D showed that a majority of the projects yielded a minimum rate of return to society of between 25 and 50%, and by substantially more in many cases. 

Statistical indicators

There are a number of statistical indicators that can be used to quantify the outputs of science and technology research. Important research indicators include: publications in refereed journals, books and conference proceedings; keynote addresses and invited talks at major conferences; citation impact; and the ability to attract competitive, peer-reviewed grants from various sponsors. 

Publications and citations are probably the most widely used research indicators, with most analyses using the Science Citation Index that is compiled by the Institute for Scientific Information (ISI) in Philadelphia. Publications in refereed journals are viewed as a measure of quantity or productivity, and citations are viewed as a measure of quality or impact.

There are many caveats associated with interpreting publication and citation counts, and any assessment involving these metrics must include other quantitative and qualitative measures. Moreover, citations are strictly neither outputs nor outcomes in the sense described above. (They are not outcomes, for instance, because they do not address higher social goals). Below, we give two illustrative examples of the use of citations to assess the impact of physics research.

In 1997, Ragnhild Davidse and Anthony van Raan of the University of Leiden in the Netherlands analysed citations to some 11::400 papers published by researchers at three particle physics labs -- CERN in Switzerland, DESY in Germany and SLAC in the US -- between 1986 and 1996. By 1997, about 104::000 citations to these papers had been identified.

Both the original papers and the citing papers were divided into two types: papers published in physics journals were called physics papers (10::256), and those published elsewhere were called non-physics papers (1150) The three labs published different proportions of non-physics papers: DESY published the highest proportion (20%), followed by SLAC (14%) and CERN (6%). Approximately two-thirds of the papers received citations: of these almost every paper was cited by at least one other physics paper, and about 20% were cited by non-physics papers. Davidse and van Raan assumed that citations in non-physics journals represented the flow from fundamental research to more applied work.

Physics papers from all three labs received similar proportions of citations from non-physics journals: Expressed as a percentage, the number of physics papers cited by non-physics journals, divided by the number of physics papers cited by other physics papers, was 3% for CERN and SLAC and 4% for DESY. Davidse and van Raan concluded that while the three labs performed equally well in terms of impact (i.e., citations received), DESY was the most active in non-physics areas, while CERN had the least interaction with areas other than physics. Papers from DESY and SLAC were also cited more by companies than papers from CERN.

While this method is efficient for examining large numbers of publications and citations, and provides interesting absolute and relative citation impacts at the macro-level, there is no detail at the micro-level. The specific disciplines impacted by the published papers are not identified, only the broad areas defined by the citing journal. Moreover, the assumption that the citation flow from physics to non-physics represents flow from basic to applied is arbitrary. Furthermore, just over one-third (34%) of the non-physics papers are cited by physics journals, which represents a very non-traditional flow from applied to basic. Many of the limitations of this approach are overcome by citation mining (see below).

Patents are viewed as technology indicators rather than research indicators, although there are limitations because not all technology is patented, mainly because of secrecy and cost, and because some technology disciplines are not amenable to patenting. However, citations of research papers in patent applications are increasingly being used as indicators of the conversion of science to technology, or the impact of science on technology. 

Last year Diana Hicks of CHI Inc. and co-workers found that about 1% of American papers published between 1993 and 1995 and indexed in the Science Citation Index were cited in 1997 US-invented patents. For biomedical research, clinical medicine and chemistry, basic papers were cited by patents twice as much as applied. For physics, the situation was reversed, and patent applications cited three times as many applied papers as basic papers. This effect was traced to optics research published in journals such as IEEE Photonics Technology Letters and the Journal of Lightwave Technology. Fewer than 0.01% of the papers in nuclear and particle physics, fluids and plasmas were cited in patents.

Caution must be exercised when interpreting these results. First, the resources expended to generate the cited papers were not identified. Second, only the direct impacts of research papers on patents are used. Indirect impacts (e.g., papers cited by papers that are then cited by patents) are not considered. For subjects such as physics, where basic research papers are rarely cited by patents, the exclusion of indirect impacts can be misleading. The inclusion of indirect impacts requires so-called integral approaches, that are described in the next section. 

Network modelling

One of the authors (RNK) has devised a network-based modelling approach to estimate the direct and indirect impacts of research programmes on advancing basic research (in both the same discipline and allied disciplines), on advancing technology, on supporting operations and mission requirements, and so on. A major feature of this model is the inclusion of feedback from development back to research. 

The network consists of nodes that represent an area of research or development. The values of the links connecting each pair of nodes represent the impact of results from the first node on the second: the values of these links were obtained by surveying experts in each area. The total impact of an area of research on another area of research or development can be obtained by integrating over all the relevant paths.

The research portion of the network consisted of 15 fields important to the US Navy.  The impact patterns of these 15 research fields in the network vary considerably, but divide naturally into groups of three or four areas with similar impact characteristics. For instance, areas in one grouping -- physics, chemistry, mathematics, computer sciences, electronics, and materials -- have significant impacts across a broad range of areas in both research and technology, while those in another -- ocean sciences, ocean geophysics, atmospheric sciences, and astronomy and astrophysics -- have modest total impacts, which tend to be broader for technology than research. Although the 15 fields can have fundamentally different impact characteristics, they are all important to the US Navy. This means that the Navy must ensure that the various “management” criteria it applies to these areas -- e.g., for selection or performance measurement -- take account of the unique features of each. 
 

This approach was evaluated for different technologies of interest to the US Navy.  For example, in training technology (e.g., air- and sea-based vehicle simulators, and machine-based instruction), the 11 areas that have the highest total impact are listed in order of total impact in figure 1. Within these 11 areas, a life sciences sub-cluster (behavioural sciences and ergonomics/biotechnology) and an information technology sub-cluster (computer science and information handling), have high direct impacts on training technology, as well as substantial indirect impacts. The middle sub-cluster (electronics, mathematics, biomedical science, and electronic devices) has modest direct and indirect impacts, while the bottom sub-cluster (physics, materials, and chemistry) has no direct impact and only a modest indirect impact. 

However, a closer examination of the network shows that the three members of the bottom sub-cluster -- physics, materials and chemistry -- diffuse through many fields of science and technology and can have a substantial influence on training technology (figure 1). This pattern of fundamental research areas having only modest impacts on a range of technology areas, but the sum total of all the modest indirect impacts being large, has been found for many technologies studied.

Citation mining

Citation mining -- a combination of citation analysis and text mining (i.e., extraction of useful information from text) -- is another approach that can measure the impact, both direct and indirect, of fundamental research. Citation mining starts with a group of core papers, retrieves papers that cite these core papers, and then analyses various characteristics of these citing papers to determine the overall impact of the original papers. 

Last year, we performed a proof-of-principle demonstration of citation mining on a well-defined area of basic physics research -- the dynamics of vibrating sand piles. The Science Citation Index allows such citation studies to be performed readily.  Bibliometric analyses were then performed on the papers citing the original papers to obtain different perspectives on the user community. Moreover, “text mining” software – algorithms that identified linguistic patters in text --  was used to identify themes in the papers citing the original paper.

One of the papers examined -- “Physics of the Granular State”, published by Heinrich Jaeger and Sidney Nagel of the University of Chicago in 1992 (Science 256 1523--1531) -- had over 300 citations. As is typical with basic research, most of the papers citing this paper were basic research papers in the same field. However, about 20% of the citing papers were research or development papers in other disciplines, or development papers within the same discipline. (We found that text mining alone was able to identify all the themes that were not basic research, or were in basic research fields other than the dynamics of sand piles, thereby showing that it is not necessary to actually read all the abstracts to identify these types of applications.) 

There are three interesting features in the results (figure 2). First, the distribution of the number of citation counts with time has a long tail and shows little sign of abating. This is one characteristic feature of a seminal paper. Second, the fraction of basic research papers from other fields citing Jaeger and Nagel ranges from about 15-25% annually, with no latency period evident. This may have been due to a combination of the intrinsic broad-based applicability of the subject matter and the publication of the paper in a high-circulation journal with very broad-based readership. 

Third, there was a four-year gap before the paper was cited by technology/development papers, although the reasons for this are not clear. The latency could have been due to the inability of the technology community to immediately recognize the potential applications of the research, or due to the information remaining in the basic research journals and not reaching the applications community. However, it could be that about four years are required for an application to be developed in this discipline. 

The combination of citation bibliometrics and text mining offers insights that would not emerge if each approach were used independently. Moreover, by removing the need to actually read abstracts (which could number hundreds of thousands in multi-generation citation analyses), text mining will make comprehensive assessments of research impact feasible.

The results are also important in relation to the sponsorship of basic research. Over the past decade, the trend in  both industry and government has been toward requirements-driven research. Globally, governments favour “strategic research” over “blue skies research”, while industrial research is often funded on a profit-centre basis. While this type of needs-driven research may be beneficial in the short-term, it could prove a disadvantage in the long term. Would fundamental sand-pile research, for instance, receive funding from fusion, air traffic-control or materials programmes, even though it could impact these or many other applications, as shown by citation mining? It is necessary to stress that sponsorship of some unfettered fundamental research must be protected to maintain the strategic long-term benefits it has on global technology and applications.

Semi-quantitative methods

There are two main reasons why organizations perform retrospective studies of research that they have sponsored. The first is to convince stakeholders that the organization should continue to sponsor research. Secondly, if the study is sufficiently comprehensive, the factors that helped the research to succeed can be identified, and these lessons can be used to improve future research.

Semi-quantitative studies typically start with a successful technology and work backward to identify the critical R&D events that led to the end product. It is also possible to start with an initial research grant and work forward, but there is less data to work with and, in any case, the research may have gone nowhere. 

An example of the retrospective approach is the “accomplishments book” published by the Office of Health and Environmental Research (OHER) at the US Department of Energy in 1983 (following a study conducted by RNK). Basically, the book described the 40-year history of OHER and presented selected accomplishments in different research areas, that allowed the impacts and benefits of the research to be tracked through time. The findings were both quantitative and qualitative.

Some benefits were extremely difficult to quantify. For example, how do you quantify the benefits of  developing a capability to predict the dispersion of hazardous substances (such as space debris and the by-products of nuclear weapons tests) released into the atmosphere? However, the report includes estimates for other benefits: “More stringent [radiation] standards, which might have been necessary in the absence of knowledge gained through the research program, could have easily cost electric power consumers an additional $2bn annually”. 

Research that lead to new products was easier to quantify. For example, the flow cytometer and centrifugal fast analyzer were developed to measure radiation effects in humans and have evolved into commercial products. The report estimates that the centrifugal fast analyzer had led to savings of $30m--$90m per year by 1982.  And a high-resolution gamma-ray spectrometer that was developed to distinguish between radioactive elements was estimated to be saving nuclear power plants about $20m per year by 1982.

This document also reveals the difficulties of trying to identify, assign and quantify the costs and benefits of basic research. The chain of technical advances leading to an innovation is long and broad: many researchers have been involved in the chain over many years, and so have many funding agencies, with different agencies often supporting the same researchers. How should costs and benefits be allocated under such circumstances?

For example, the “original” funding for the centrifugal fast analyzer project was shared by the Atomic Energy Commission (AEC) and the National Institutes of Health (NIH), and later funding was provided by NASA for a zero-G variant. How should credit for the benefits be shared among these three agencies? And what about the researchers and funding agencies involved in the fundamental research that led up to the invention of the analyser?

The findings of the OHER study and several similar exercises can be summarized as follows: the majority of basic research events that directly impacted technologies or systems were non-mission oriented and occurred many decades before the technology or system emerged; the cumulative indirect impacts of basic research were not accounted for by any of the retrospective studies; an advanced pool of knowledge must be developed in many fields before innovation can occur. Needless to say, the allocation of benefits among researchers, organizations and funding agencies to determine economic returns from basic research is very difficult and arbitrary, especially at the micro-level.

While these semi-quantitative approaches do provide interesting information and insights into the path from research through development to new products, processes and systems, the arbitrary selectivity and anecdotal nature of many of the results mean that any conclusions about cost-effectiveness are suspect. Supplementary analyses using other approaches, such as those outlined above, are required for further justification of the value of the R&D.

Conclusions

Basic research has several obvious characteristics: it is inherently uncertain and many of the impacts of basic research on technology are indirect rather than indirect. Moreover, some impacts are intangible (e.g., improved measurement standards, understanding), and there are many different sponsors, researchers and organizations involved. Most importantly, basic research is a long-term investment. The methods currently used to quantify the impact of research are better suited to less risky applied research or technology development, where there are direct tangible impacts on a few disciplines in the short term, and the projected benefits and costs are more certain. Therefore, these methods substantially underestimate the value of basic physics research. 

The challenge over the next decade is to develop quantitative impact measurement techniques that are more suited to the unique characteristics of basic physics research, and will therefore provide a more balanced account of the impact of physics research. The approaches described in this article -- publications and patent citation techniques, econometric models, network modelling and citation mining -- are a small step in that direction, but much more research is needed.
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Area
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Computer science
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10
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Caption: Training technology: direct and indirect impacts

11 areas of research and technology ranked by their total impact (second column) on training technology for the US Navy: the direct impact of each area is also shown (third column). Computer science has the highest total impact, and the joint highest direct impact, while chemistry has the lowest total impact and no direct impact. Physics has a modest total impact and no direct impact. However, when we examine which areas impact on other areas (lower half of table), we find that fundamental sciences such as physics and chemistry can have significant impacts. For instance, physics has the fourth highest impact on both computer science and information handling, the two areas with the highest total impacts. Physics also has the highest impact on electronics and biomedical science (not shown). 
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Caption: The application of text mining

For a given year, the papers citing Jaeger and Nagel’s paper on the physics of the granular state were classified into nine categories ranging from basic research in the same field (bottom), to technology/development in a totally unrelated field (top). Most of the citations were from basic research papers in the same or related fields, as would be expected, but there are significant numbers of citations from papers in other areas, with citations from the applied literature starting in 1996. However, the paper was only cited once by a technology/development paper.
Table 2 - option2
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Caption: The application of text mining

For a given year the papers citing Jaeger and Nagel’s paper on the physics of the granular state were classified into five categories ranging from basic research in the same field (bottom), to technology/development. Most of the citations were from basic research papers in the same or related fields, as would be expected, but there are significant numbers of citations from papers in other areas, with citations from the applied literature starting in 1996. However, the paper was only cited once by a technology/development paper.

Photo caption: The impact of space weather

The sun continually generates the solar wind, a low-density plasma with a few particles per cubic centimetre and fluctuating magnetic field. Solar eruptions affect the solar wind and can bring down or disable communications networks, electric power grids and satellites. The US Naval Research Laboratory, and other major laboratories, are conducting fundamental space weather research to predict these severe geomagnetic storms, so that their negative effects on critical systems can be minimized. This is a clear example of basic physics research having an impact on a wide range of technologies and applications. (See “Space weather: physics and forecasts” by Janet Luhmann in Physics World July 2000 pp31--36)

