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Maritime Data Archiving and
Management is Centralized at
the Maritime Centers of Data to
Mitigate Limitations of Afloat/

Forward Deployed Footprint
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C2/ISR/Intel Today:
Program/Environment Centric
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C2/ISR/Intel with MIE:
Enterprise Centric

* View as a Single Entity, not a Collection of Parts

« Common Enterprise Computing Hardware and Software
Infrastructure

« Operate as a Single Enterprise
» Centralized Acquisition and Governance
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Navy Alignment with Joint C2
Software Objective Architecture
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Maritime C2 Program of
Record Migration

FY10 FY12
GCCS-M GCCS-M JC2C/MTC2
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TODAY NEAR FYDP
TERM
GCCS-M provides a robust MTC2 will address “Who, What, When,
Situational Awareness of Who and Where Where, Why, How” in Mission Management
across the Wide Area Network Planning, Assessment, and Monitoring tools

New Start Maritime Tactical C2 (MTCZ2) Program will deliver
required new capabilities which will not be addressed in any Joint

C2 Program



Potential Science and Technology
Efforts/Areas of Interest

 Mechanisms and Strategies for Information
Prioritization in Support of Range Of Warfare C2
(ROWC?2)

* Prioritization of Information Needs/Wants Based on Introspection,
EMCON, QoS, Available Bandwidth, Throughput, Routes, Low-
Probability of Intercept (LPI), Low-Probability of Detection (LPD), Anti-
Jam (AJ)

 Mechanisms and Strategies to Support Remote
Delivery/Update of Mission Capabilities in Support of
Emergent Mission Needs/Requirements

« Strategies and Mechanisms for Delivery of Lightweight
C2, ISR, and IO Capabilities in Support of Mobile
Devices (the iPhone/iPad App store model)



Potential Science and Technology
Efforts/Areas of Interest

 Mechanisms and Strategies for extending “the cloud”

to the tactical edge
* Lightweight Visualization
» Unified Content Discovery (UCD)

» Content, Temporal, Event by Event, Geospatial, Resources (things like
Topics, Queues, Data Sources/Data Bases, People, Places, Things,
etc.), and Services

« Disconnecting, Reconnecting, and Synchronizing (“Cloudlets”)

* Mechanism and Strategies for Dynamic/Smart
Forward Caching in Support of Disconnect,
Intermittent, Low-Bandwidth (DIL), and Denied

Communications

« Pre-Stage what the Warfighter might Need/Ask for in the Near
Future

* Actionary vice Reactionary



- Potential Science and Technology
Efforts/Areas of Interest

« Strategies and Mechanisms that Bridge Real-
Time/Tactical (Deterministic) with Near and Non
Real-Time COIl Services

— Bridge and Edge Services that Translate, Bridge, and/or Mediate
between Protocols and Transports Utilized by Each

Messaging (LINK to/from XML), Presence

— Common Information Functions (Exchange Models) that Mediate
between Formats and/or Data Models

VMF, USMTF, LINK to/from Universal Core

— Data Management Services like Unified Content Discovery (UCD)
« Transports and Protocols
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Domain Edge Service Use Case

More Centralized Services (e.g.,Chat)

TCP Transport, Less Dynamic, etc | More Decentralized, Survivable Services

DIL, MANET Effective Routing/Transport
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Goal is to develop, experiment, and demonstrate approaches for tactical use and tactical gateway
interaction and interoperability
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Example: XMPP Chat
as a Domain Edge Service
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* |solate, Insulate, Abstract Out C2 and ISR Capabilities
from the Underlying Services Implementation
» Allows Scalability Vertically and Horizontally

» Gather Complex Sets of Calling Sequences (code) into
Reusable Widgets, Functions, Methods, Classes, and/or
Packages

 Promote Engineering Best Practices (Patterns &

Practices) and Coding Best Practices

e Code it Once
 Test/Validate it Once
* Re-use it Everywhere

* Provide an Accreditation & Isolation Boundary in Support
of C&A, IA, and WS Certification




(AIF)

Application Integration Framework

MIE Applications

c2 ISR/MDA Intel
Apps Apps Apps

Application Integration Framework

Application Interoperability
Support Functions

Convenience Integration
External COls Functions Frameworks

Combat Systems

Data Management

Data .
[ )\ Functions
[ Tactical ISR Data j\
Sateme) c2/SR/ntel M c2nsRintel [ CZ/ISR/intel
COIl Data . . . Data
Distributed Data Object .
Combat Suport Data Exchange - Integration
and Data Representation and
Protection e Services Mediation
National Technical
Means
[ el D }/ Enterprise Service

Abstraction Layer

Enterprise Services

MAGTF

-y

Provides Application Support
Functions and Business Logic to
Provide Software Reuse, Enhance
Developer Productivity, and
Facilitate Application Interoperability

Provides Data Management
Services to Handle the Complexities
of Enterprise Data Management
Functions for the Developers

Isolates Application Developers
from Variations in Enterprise
Service Implementations
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The AIF will be
hosted and operated
at the Maritime
Centers of Data

AlIF Operational Locations

Global Nodes Regional Tactical
(2+1) Nodes Nodes

The AIF will be hosted and
operated on afloat platforms

Network
Operations

i Centers
Maritime

Center of Data
(Suitland)

Maritime
2. Maritime Operations
Center of Data Centers
(Denver) ! _

Maritime

iaritin information Enterprise Center of Data Tactical
.. (Hawaii) Operations _
Centers ]

The AIF will be hosted

and operated at the
MOCs and the TOCs
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AIF Capabilities:
Enterprise Service Abstraction Layer

* Isolates Changes in Program-
Specific Enterprise Service
Implementations

Application
02020,

AIF: Enterprise Service Abstraction Layer
IMA SOAF*

0‘.‘.‘. .‘.‘.‘. .‘.‘.‘. .‘.‘0‘. .‘.‘.‘. .‘.‘.‘.

* Assumes that Under MIE,  ™.__

* Isolate Changes in
Enterprise Service

L IMA SOAF and ACS Converge
Delivery Blocks }

to Become a Single Maritime

MAGTF COC
Enterprise Service Implementation
 v1=JMS messaging

v2 = AMQP messaging
v3 = DDS messaging
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AIF: Enterprise Service Abstraction Layer
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v2 v3

Maritime
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Isolates Application Developers from Variations in Enterprise Service Implementations
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AIF Capabilities:
Data Management Functions

AlF: Data Management Functions

C2/ISR/Intel Data C2/ISR/Intel Distributed
Object Representation Data Management

Servi Maritime
RS Centers of Data
C2/ISR/Intel Data Archiving at Maritime ' (2+1)

Object Identification Centers of Data

Data Object Relationship Distributed Data
Management Services Synchronization

To Enterprise
Service Metadata
Registration

Data Object Data Provisioning
Metadata Services to/from Tactical Units BANS

Data Object Relationship Data Restoration for
Base Services COOP Conditions P-8A

External COIl Data C2/ISR/Intel Data
External COls : : -y i
Exchange and Protection Integration & Mediation a4
Combat Systems Combat Systems Data 5= ’ cGs,
Data Exchange Proxy Server = External COIl Data iE Trew
oA ISRD Sharing Services @
Tactical ISR Data actical ISR Data
Exchange Proxy Server 7 External COI Data
Mediation Libraries
Combat Support Combat Support Data et
Data Exchange Proxy Server C2/ISR/Intel Data _ .
. . - Mediation Libraries = S
National Technical NTM Data ‘
Means Exchange Proxy Server = C2/ISR/Intel Data
- Cloud Ingest
Joint Data el [LEL
Exchange Proxy Server
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AIF Capabilities: ¢
Application Interoperability Support Functions |

Convenience Functions Integrating Frameworks

= C2/ISR/Intel Message Formatting =  Common C2/ISR/Intel Visualization
and Parsing Functions Frameworks and Widget Libraries
= Alert Topic Management Functions =  Common C2/ISR/Intel Workflow
= Access Policy Management and Engines and Workflow Libraries
Set-Up Functions =  Common C2/ISR/Intel Service
Widget Access Policies Orchestration Libraries
Workflow Access Policies B = C2/ISR/Intel Application Packaging
Service Orchestration Access Policies .
Functions

= Commonly Reused Software
Functions as ldentified

Enables Software Reuse and Enhances Developer Efficiency




ROW-C2 Ops

AIF Capabilities:
C2 of the MIE Applications

Monitor/Control of Application Network Resource Utilization

Monitor/Control of Application CPU Resource Utilization

and Health/Status

Monitor/Control of
Application Storage

Resource
Utilization

Enterprise
Computing
Resources

Enterprise
Storage
Resources

-l
-

[

-l

/

[
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/

Network
Resources

Tools for Monitoring
and Controlling
Application Resource
Utilization
 Computing Resources
* Network Resources
« Storage Resources

Tools for Optimal
Positioning of
Applications to Support
Mission Needs

Run-Time Management Tools for C2 of MIE Apps Across Full-Range of Warfare
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