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E[ Data to Decision Testbed
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“Data to Decision™

D2D testbed is a government-owned prototype of
the Data to Decision platform.
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N D2D Testbed hosts data

and épplications and

provides storage and compute resources
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Infrastructure supports storage and computation on large data
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Testbed users should be able to access data; build
and consume analytic services; and interact with data
and services.
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Testbed Management
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Consortium drives continuous
Improvement and transition
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Types of Testbed Users

Analytics - Develops analytics in Matlab Initial
Developer « Knows that SOA exists Focus

Software e Programs in Java
BIAV/= (o] o[-TRN © LOves SOA

System « Hosts testbed
Integrator » Makes apps work together

» Analyzes data to make decisions
using apps

Analyst

Architecture should keep the needs of various users in mind
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E[ Data as a service

Storage
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e Users can mount data on their client machines
* Apps can access data as if it were local

Data Services

Storage

Data

Server "
7 Data
Database

| Server

* Users can request data through local or remote service apps
* Apps can access through other data service apps
* Data, and data services can be at different locations

Provides users with access to data hosted on testbed
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] Analytics as a service

ul Analytic Services Data Services File Services
Storage

Data

* Analytic services interact with data directly or through data
services

* Client user interaction apps interact with analytic apps
* Users can run analytic apps locally or remotely

* Running analytic apps on the testbed provides data locality
and scalability

Users can build and consume analytic services
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] Matlab Analytic Server
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* Analytic Developer builds apps in Matlab

* To convert to analytic services:

1. Write a Matlab calling function and simply place the Matlab
code at a known location

2. The Matlab calling function is automatically exposed as a web
service, that can be called using RESTful web service calls

Analytic developer can focus on algorithms
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Initial Testbed Rollout
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* Image server

8Some data and apps only made available on the restricted testbed
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Recommended Practices

Mount data
Develop applications on local machine

/

N
Build and test services on local machine

J
N
 Parallelize applications
» Test and deploy on testbed
J

Don’t let these get in the way of progress
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Initial Testbed Rollout

CLIENTS

Secure Connection

ﬁ

Mount Data remotely

* Requesting an Account
» Accessing the Testbed
» Use Policies

LINCOLN LABORATORY

Collaboration Bricfing Statement
Concerning the Use of the
MIT Lincoln Laboratory
LLGrid TX-X Cluster System

Testbed User Guide
Julie Mullen
MIT Lincoln Laboratory

S of Crmrey

Table of Contents|
Running the Web Services
Uipdating and testing your application.
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E Requesting Access to the D2D
Collaborative Environment

* Proposed user must

— Complete Account Request Form which asks for:
User’'s Name
User’s Status (e.g. Consultant, Subcontractor, Student)
User’s Citizenship
User’'s company or organization
Period of time that account needs to be active

— Not share the account with colleagues or students

— Restrict their cluster use to program related work

Testbed team will provide
— Datasets
— Image and Analytical Web Service Interfaces
— User Guides for
Accessing and using the Testbed cluster
Using the Testbed infrastructure to develop services
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Accessing the Testbed
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Mount the Testbed File System In
Your Local Workspace
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=] Summary

* Testbed architecture provides a way for users to
access data; build, consume and host analytic
services; and interact with data and services.

* Analytics developer can focus on developing
algorithms, and leave the SOA aspects to the
testbed middleware

* The final testbed architecture can be hosted at any
government team member site.

e Testbed will be online before the performers are
selected
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