
Taxonomy of Technology Limitations to Support the Five Enabling Functions 

Required for Navy Network Centric Operations
This document provides an examination of eight technology areas that are required to support five enabling functions necessary for network centric operations.  These five enabling functions are:

· Universal, seamless, robust communications, connectivity and network service management

· Assured information integrity

· Effective information processing assessment, sharing/collaboration, presentation, and navigation

· User focused information management and dissemination/communications

· Empowered disadvantaged personnel and systems

The eight technology areas to support the above enabling functions are:

1. Reliable communications and infrastructure management

2. Information distribution management

3. Geographically distributed, computing infrastructure

4. Situation understanding

5. Automated adaptive dynamic planning

6. Human machine interface

7. Information assurance and information operations

8. Modeling and simulation 

These technologies are needed to facilitate network centric concepts and processes to be implemented for integrated force battle management command, including vertical and horizontal coordination and self-synchronization within and across warfighting and support functional areas.

Reliable Communications and Infrastructure Management

1.1 Data Transport and Transmission Systems/Data Links 

Technologies that support the movement of information and the conversion of data from sources to recipients including the disadvantaged user and remote sensor/processing units.

1.1.1 Antenna Apertures for RF, Optics, IR and Acoustics for Ship, Aircraft, Vehicle, and Disadvantaged User Communications

1.1.1.1 Present antenna systems on ships are not integrated or multifunctional; shadowing and interference occurs

1.1.1.2 Additional antenna systems on platforms such as ships, aircraft, and land vehicles are problematic because of physical and electromagnetic constraints

1.1.1.3 Antennas for disadvantaged users are often unwieldy and heavy

1.1.1.4 When high gain antennas are required for low probability of exploitation, there are problems with dynamic tracking and complete coverage

1.1.1.5 Antenna radar cross-Sections can cause problems with stealth 

1.1.1.6 Multi-aperture antennas for full spatial coverage use too much volume and cause co-site interference. 

1.1.2 Affordable, Wideband, Multi-Beam, Conformal, Electronically-steered RF Apertures

1.1.2.1 Current baseline for electronically steered antennas is the analog, phased array antenna, which is inherently narrow band and limited in beams. Digital time delay implementations are limited in dynamic range for wide band signals.

1.1.2.2 Electronically steered multi-beam antennas are too expensive for many applications.  Single agile-beam apertures require the use of complex beam hopping protocols.

1.1.2.3 In general, mobile, ad-hoc networking is not well supported at any level with directional antennas.  This is a technology that is in its infancy.

1.1.2.4 Relatively high sidelobes cause AJ problems and increase susceptibility to self-interference.

1.1.3 High Speed Optical Communications Links

1.1.3.1 Initiating and maintaining high data rate optical communications with moving platforms are limited by atmospheric conditions of fog, rain and dust.  These deficiencies are associated with accuracy and response time, and they require responsive protocols with end-to-end feedback.

1.1.3.2 Material impurities limit long range fiber transmission

1.1.4 Acoustic Underwater Communication Links

1.1.4.1 Reliable, acoustic communications for distributed sensor grids and networks have too low a bandwidth for long propagation paths.

1.1.5 Signal Processing

1.1.5.1 Data Compression 

1.1.5.1.1 Low data rate vocoders do not tandem well and do not work in noisy background environments. 

1.1.5.1.2 Channel errors cause a loss of synchronization of multimedia transmissions.
 

1.1.5.1.3 Automatic target recognition problems result from lossy correction techniques

1.1.5.2 Error Correction and Coding

1.1.5.2.1 Many error correcting coding schemes do not work well for complex non-stationary, non-Gaussian channels. 
 

1.1.5.2.2  There are inadequate low latency methods for small, tactical message packets.

1.1.5.3 Modulation

1.1.5.3.1 There are inadequate automated, adaptive waveform schemes for software radios to accommodate changes in the propagation paths such as signal to noise ratio and multipath

1.1.6 Electronic Devices and Components (including disadvantaged user and remote systems)

1.1.6.1 The size and weight are too high
 

1.1.6.2 Present interfaces are not intuitive or seamless

1.1.6.3 Heat generation, power consumption and radiated signatures
 are too high

1.1.7 Communications and Computational Power Sources and control for disadvantaged users and systems

1.1.7.1 Energy/weight ratio is too low

1.1.7.2 Fuel cells are expensive, bulky, can be dangerous and may have a signature 

1.1.8 Airborne Relay 

1.1.8.1 Self-organizing, adaptive architectures for Over-The-Horizon (OTH) linkage are inadequate.
 

1.2 Networking 

Technologies that allow the transmittable signals to be directed to the proper destinations.

1.2.1 Transport Layer Protocols

Transport-layer protocols are employed with the intent of achieving desired end-to-end data delivery requirements.  Protocols such as UDP
, TCP
, SCTP
, RMT
, and RTP
 attempt to satisfy differing user desires with respect to packet ordering, delay, reliability, and group efficiency.  In most cases these protocols were designed to work over fixed infrastructure and not over wireless, mobile, ad hoc networks.

1.2.1.1 TCP is known to work poorly in some cases for wireless multihop networks that use CSMA and RTS/CTS contention-based MAC-layer protocols.
  
1.2.1.2 Almost no investigations of performance have yet been made for SCTP and RTP protocols in wireless multi-hop networks.
1.2.1.3 Reliable Multicast Transport (RMT) assumes that basic multicast service is implemented, which is often not the case (see comments below under Switching/Routing).
1.2.2 Switching and Routing/Protocols 

1.2.2.1 Present commercial routing protocols do not operate in a dynamic infrastructure, in which both users and network backbone nodes are mobile
   

1.2.2.2 Protocols do not support location independent messaging.
  

1.2.2.3 Exchanges of routing tables for legacy systems overload the network links

1.2.2.4 Routing protocols that support multicast service were originally designed for fixed or slowly changing infrastructure.  Old concepts of multicast tree routes can perform poorly for dynamic, mobile wireless networks.  New concepts, such as (but not limited to) meshes must be developed and tested. Supporting multicast routing over networks that use directional, beam-hopped links may require knowledge of multicast group membership (normally retained at higher protocol level) at the physical layer to control beam shaping.   Information assurance is also problematic for multicast service (see Section 7)

1.2.3 Media-Access (MAC) Protocols

1.2.3.1 MAC protocols for networks using omni-directional antennas are relatively mature.  However, MAC protocols for networks that use beam-hopped directional links are currently in experimental development by only a few research projects and are not mature.  Most directional networks to date require the use of an omni-directional control/signaling channel that introduces a jamming vulnerability that would be otherwise mitigated on the directional data channels.

1.2.4 Network Control of RF Apertures

Means to control high gain apertures at fixed and mobile end points and relays:

1.2.4.1 Beams are neither shaped nor steered to overcome jamming and multipath

1.2.4.2 Limited automated means to network and control most mobile high gain receiving and transmitting entities 

1.2.5 Electronic Devices and Components (disadvantaged user and remote systems) (See Section 1.1.6)
1.2.6 Heterogeneous Inter-Networking
1.2.6.1 Some homogeneous components of a heterogeneous network can’t see beyond their subnet boundaries.
 

1.2.6.2 Routing decisions between radio networks are based on static policies and do not consider link quality characteristics.

1.2.6.3 There are issues with bandwidth management, latency and scalability

1.2.7 Power Sources and Control (See Section 1.1.7)

1.2.8 Mobile Infrastructure (See Section 1.2.2.1)

1.2.9 Support Quality of Service (QoS) Management

For the purposes of this discussion, QoS management is the ability of the network (both homogeneous and heterogeneous) to guarantee a minimum level of performance to a subset of the traffic that flows across it.  Adaptive QoS management for critical real time shared resources and networks is required. Achievement of QoS requires new protocol features at the MAC/Link, Network, and application layers; protocol enhancement for QoS at a single layer is usually inadequate. This may include applications, which determine the best QoS grid configuration, based on inputs with regard to its current military operational situation, to maximize the overall operational effectiveness of the supported users.

1.2.9.1 No automated capability to change QoS management to react and to respond to grid changes and attacks.  This automation is derived from the system understanding of the military operational situation. 

1.2.9.2 Limited automated capability to assess overall grid capabilities with respect to current military operational needs

1.2.9.3 Limited capability to estimate “good enough” compromises based on user statements of need and ability to provide that level of QoS

1.2.9.4 Models of stochastic network behavior and algorithms to optimize QoS management are sub-optimal and are not timely.

1.3 Infrastructure and Computational Resource Management 

Scalable, dynamic, automated timely allocation of sensors, intra-process communications, and computational resources in response to the changing military operational situation.  This requires tight coupling with the technology areas discussed in Section 4 and Section 5.

1.3.1 Adaptive Decision Support Capabilities - Decision aids that can react to changing threats and environments.
  

1.3.1.1 Present rule-based systems cannot adapt in real-time to unexpected scenarios and provide accurate timely decision support to the user

1.3.1.2 Learning Capabilities - Computer driven systems that understand shortfalls and can change their problem solving and understanding techniques.


1.3.1.2.1 Automated self-learning software systems are not available for the general case but do work in a narrow domain.  Ralph Wachter will supply more information
1.3.2 Automated Resource Allocation based on Operational Situational Awareness 

Machine understanding of the dynamic military operational conditions such that the system can advise the system/operator on recommended actions and the system can provide adaptive management of network
 and computing assets.  Also see Section 4

1.3.2.1 Present resources are not allocated according to a comprehensive, consistent situation understanding with respect to the military operational conditions or network security status

1.3.2.2 There is no dynamic allocation of resources that is driven by the military operational situation available today

2 Information Distribution Management 

Technologies that can deliver the appropriate information to each user/system at the right time and in the right form.

2.1 Interoperability Software (for legacy networks)

Software that supports the movement, translation, and automated interpretation of information between users and processors.  This includes middleware that can connect legacy systems that must communicate with each other in a network centric environment.
 
 
 

2.1.1 Can be supported today in only static, narrowly defined situations/architectures

2.1.2 There are issues with middleware associated with cost, latency, throughput and scaling.

2.2 Information Access and Delivery Software

Software that assists the users in acquiring information that matches their current needs, with custom tuned information driven by the current military operational scenario.

2.2.1 Context Based Search and Retrieval

Search engines that have an intelligent capability to retrieve information (text, video with image recognition
, and acoustics, including voice recognition and speech understanding) with high relevancy to the mission context.

2.2.1.1 Critical operational information is not available in a timely manner because current systems provide information returns based on keywords with some semantic features without contextual understanding

2.2.1.2 No automated, reliable means to search video and acoustic sources of information

2.2.1.3 Present techniques are deficient because of low recall and low precision in retrieving relevant information based on contextual meaning.  Alternative solutions such as natural language are required to search for information and knowledge based on context and situational understanding.

2.2.2 Computer Aided Information Discovery and Distribution 

The ability of the machine to identify and deliver the critical information from sensors, sources and repositories, that needs to be processed by the system and understood by the operators in order to achieve the mission.  The operators must have the right information at the right time. To prevent information overload, only the critical information should be sent to the operator.   This will require information and knowledge visualization that is addressed in Section 4 and Section 6.

2.2.2.1 Information Distribution

The ability to proactively find and push critical data, information and knowledge to the decision maker to support analysis and actions.
  

2.2.2.1.1 Present capability does not provide customized push (while minimizing information overload) in a dynamic environment in which the warfighters’ information needs evolve

2.2.2.1.2 Critical information is not being delivered to the operator in a timely manner.  Present state of the art is static, based on key words, obvious relationships and user profile templates.

2.2.2.2 Information Discovery

The ability to analyze and to understand diffuse information and to detect patterns and knowledge that must be conveyed to the operator.  This includes intelligent processing on the distributed sensors that can recognize the situation and assist in identifying the most relevant sensors.

2.2.2.2.1 Robust, adaptive learning decision support systems with knowledge acquisition tools are not operationally available.

2.2.2.2.2 Computer aided reasoning that provides understanding and fusion of network centric diffused multi-source data and information is not available today

2.2.2.2.3 Adaptive detection and classification algorithms are not available to facilitate the remote aggregation of large numbers of sensors.
 

2.2.2.3 Mobile Software Agents

Agents that serve as user proxies, Avatars
 and SOFTBOTS, need to be able to be placed at diverse locations in the network to track and identify critical, important information of interest to the users.

2.2.2.3.1 Commercial tools are not responsive to military needs

2.2.2.4 Cooperating Mobile Software Agents

Agents that can cooperate automatically to detect patterns of information at diverse locations and to provide correlated integrated information “push” to the users.  Information discovery and access agents need to be able to cooperate with the users’ task agents to be able to update their understanding of information needs based on current context and task.  This includes intelligent processing and algorithms on the sensors that will facilitate the identification of the most relevant sensor information.

2.2.2.4.1 Limited capability for agent cooperation and collaboration to address complex problems exists today in operational systems 

2.2.2.4.2 Current lack of ability to deal with diverse, related pieces of information at multiple locations in the grid that cross over functional domains

2.2.2.4.3 Limited ability to recognize patterns of diverse information (political, economic, geographic, weather, et cetera) gathered and stored by multiple systems in the grid

2.2.2.4.4 Limited ability to keep up with rapidly changing, unexpected situations.  Today’s systems can only reason in relatively narrow domains.

2.2.2.4.5 Mobile agents distributed throughout the network are CPU intensive and use too much memory, thus deteriorating overall system performance

2.2.2.5 Information Representation Technology

Any technology involved in the representation of information within a system or among systems that is designed to facilitate automated processing of that information.  This is distinct from human-machine interfaces (i.e., representing information to support human understanding or decision-making); subsumes data representation technology (e.g., database languages and DBMSs).  

2.2.2.5.1 Today it is an expensive, arduous and manual process to encode much of the information and knowledge that people use in a form that can be interpreted and used automatically by machines

2.2.2.5.2 There is a lack of information and knowledge representation standards, requiring many translations from one format to another, with potential semantic errors.

2.2.2.5.3 Metadata

Information that provides “data about data” that describes properties and characteristics of other information, including reliability, timeliness, sensitivity, sources, pedigree and relationships.

2.2.2.5.3.1 Rigorous methods and tools for combining metadata from multiple information elements in an automatic manner are not available.  The applications are limited to narrow domains

2.2.2.5.3.2 Today’s capabilities are very elementary and cannot deduce complex relationships accurately.

2.2.2.5.4 Ontology 

Dictionaries that define entities and the arbitrary patterns of relationships, semantic relationships and constraints among them.
  

2.2.2.5.4.1 General purpose automated reasoning about relationships is not available today.
 

2.2.2.5.4.2 No automated tools for building ontologies through natural interactions with people and through extraction from natural language information sources.

2.2.2.5.4.3 Difficult to translate from one representation set of semantic relationships to another different representation automatically; often requires expert human labor  

3 Geographically Distributed Computing Infrastructure

The robust network architecture of computers and supporting communications that allows processing to be accomplished using the grid as a virtual computing environment, with the ability to share processing and storage functions geographically across the entire grid.  The ability to support distributed computing is strongly dependent on the quality of the communications links, including the ability to achieve time synchronization across multiple paths of various lengths and configurations. Distributed Computing reflects a hierarchical process in which specific virtual computing processes occur within a restricted number of network layers. Distributed Computing also includes collaborative, cooperation among processors and humans.

3.1 Electronic Devices and Components (disadvantaged user and remote sensors) 

Hardware elements that provide the necessary processing and the interface with the information transport systems as well as the human users.  See Section 1.1.6

3.1.1 Nanotechnology 

Using nanoelectronics and nanophotonics technology to assist the user to carryout network centric operations to include sensing, processing and transmitting information from sensors distributed throughout the battlespace.  Specific capabilities include detection, classification, tracking and situation analysis.

3.1.1.1 Today’s systems require too much energy per mathematical operation and provide too little processing power (need improvement by a factor of ten)

3.1.1.2 Today’s systems are too large

3.2 Adaptive Network Computing Management and Services

Software and protocols that permit the distributed resources to be used as if they were a single (“virtual”) processor.

3.2.1 Software and protocols to support distributed command centers (white boards, virtual meetings) are available, but limited to elementary applications, such as virtual meetings, under ideal conditions (continuous synchronous, uninterrupted communication channels)

3.2.2 Software and protocols to support the disadvantaged user and small distributed, mobile teams are not available

3.2.3 Current systems have deficiencies associated with database replication, database updates and synchronization as well as associated database validation.

3.2.4 Automated means to provide adaptive load balancing that correlates with the military operational scenario is not available today.

3.3 Power Sources (disadvantaged user, autonomous vehicles and remote sensors)

Hardware devices that provide electrical power consistent with the needs of the computing and communications elements and consistent with the physical and environmental constraints of the user, including highly mobile and disadvantaged users.  See Section 1.1.7

4 Situation Understanding

This addresses the understanding of the military operational situation to include disposition of forces, capability of forces, analysis of possible courses of action, analysis of the environment, inferences of threat intentions for near, mid and long term periods of time, and network security status.  It includes visualization, virtual displays and smart rooms (see Section 6).  The technologies must facilitate the gathering of information throughout the grid and convert it to knowledge to achieve a consistent battlespace understanding.  The information processing involves detection, classification, tracking, situation awareness, associated decision support systems, intelligent autonomous reasoning and visualization of the global scenario.  Special attention must be made for the disadvantaged users, dismounted users, remote sensors and remote processing nodes.

4.1 Information Integration Fusion and Correlation for current ISR (Intelligence Surveillance and Reconnaissance) systems, sensors and open sources

Software that provides the most accurate and least ambiguous estimate of the current situation based on inputs from sensors of similar and dissimilar technologies, as well as related inputs from intelligence and other sources. This includes correlation and synthesis of different sensors and other sources of data and information to achieve a composite operational scenario understanding.
  Information fusion includes data fusion, track fusion and image fusion for improved target detection and classification.  This is also related to modeling and simulation (See Section 8) and QoS (See Section 1.2.9)

4.1.1 Present systems are domain centric and do not provide timely, accurate information (See Section 2) and sensor fusion from heterogeneous sources to achieve consistent military operational situational awareness.  This includes automated image understanding, target identification and temporal change detection
 
 

4.1.2 Information fusion (Level 2 or higher) is presently slow because of a lack of reliable, automated machine processing capability.  A contributing factor is that present hardware and software platforms do not support high performance parallel and distributed information fusion analysis

4.1.3 Sensor-to-shooter is not supportable in many instances because there is a need for additional capability for in-sensor processing and for integration/fusion at shooter nodes.  The sensor must be able to accurately identify a target and recongnize the operational situation and this is not available today except in isolated situations.

4.1.4 Automated track correlation from different sources results in target track ambiguity and does not provide accurate estimates with respect to the probability of correct track

4.1.5 Mathematical issues associated with processing large numbers of sensors and propagating error uncertainty impact the timeliness and accuracy of automated target identification, tracks and associated uncertainty of inferences

4.1.6 Present systems do not support self organizing sensors to achieve ISR fusion
 (See Section 2.2.2.4)

4.2 Computer Aided Inferencing and Reasoning 

Software that provides the accurate status of a military situation along with associated estimates concerning the veracity of the hypotheses.  Based on these estimates, the software will provide recommendations for actions to be taken.  The system could take action automatically if allowed by the operator.

4.2.1 Lack of automated capability to assess system capabilities and associated military operational situations slows down corrective responses.

4.2.2 Ability to optimally infer priorities and actions based on the current situation is deficient.

4.2.3 Present systems cannot change context in real time nor can they determine complex patterns and provide decision support to the user.

4.2.4 Case based reasoning is often limited to surface features that may not be relevant to the operational military situation

4.2.5 Present systems cannot replicate how an expert works

4.2.6 Estimation and Inference Engines

Applications that provide statistical and other estimates of the current situation and alternative future situation assessments based on available but uncertain and incomplete information.  This includes machine learning in dealing with unexpected situations

4.2.6.1 Limited ability to deal with uncertainties and statistical factors 

4.2.6.2 Limited ability to identify the value of information to support ISR prioritization

4.2.6.3 No automated support to maintain awareness of the implications of implicit assumptions and unknowns

4.2.6.4 Limited ability to perform realistic dynamic “What If” analysis

4.2.6.5 Present systems cannot make accurate timely decisions and conclusions

4.2.6.6 Machine learning capabilities are inadequate when new and unexpected situation arise

4.2.7 Knowledge Elicitation Agents

The techniques that query the user and expert to determine the reasons for the human’s actions and conclusions.  This is required to allow the system to learn and to adapt to unexpected military operational situations.
  This also is related to intelligent tutoring systems.

4.2.7.1 No current capability for the automated system to “learn” expert decision techniques by asking the users why they perform certain actions; particularly useful to build the expert knowledge base during training and exercise

4.2.7.2 Automated knowledge acquisition for the decision support systems are not available today

4.2.7.3 Knowledge engineering and knowledge acquisition procedures are prohibitively expensive and take too long

4.3 Autonomous Intelligent Vehicles and Platforms

The ability of autonomous vehicles, platforms and sensors to understand the military operational scenario and to take the required actions to achieve its mission when unexpected scenarios develop.  The autonomous vehicles are given goals and tasks and then they must reason and learn the best means to achieve the military objective.

4.3.1 Requires machine learning with  adaptive algorithms that are not available today to provide accurate autonomous reasoning

4.3.2 Intelligent agents need to be smarter and adaptive to react to unexpected situations and to support the vehicle/platform mission

4.3.3 Decision support systems must be more flexible and must be able to learn with the changing environment to improve their accuracy and reliability in advising and controlling unmanned vehicles and platforms in unexpected environments

4.4 Collaborative Environment

This is a capability that allows teams of users to work together to solve complex problems with cooperation between machines and/or humans.  This framework integrates data, information, models, simulations, domain specific tools, and virtual test beds to facilitate collaboration between multiple disciplines throughout the Navy enterprise.  This collaborative environment interconnects the military domain experts, other specialists, computational resources and databases.  This collaborative environment can operate in a multi-user “Virtual Workspace” to facilitate the collaboration.   This environment provides visualization tools, process and workflow management as well as the necessary collaboration tools to enhance seamless cooperation and problem solving.  The distributed collaborative services are the core capabilities that are in an application independent framework.  They configure resources, assemble resources into an executable form, discover resources applicable to a defined collaboration, support session planning, as well as control, manage and filter the shared information and its display
 Typical complex problems that require collaboration include planning, execution, replay, training and Modeling and Simulation.

4.4.1 Distributed Collaborative Services

4.4.1.1 The present capability is limited to elementary instances such as Net Meeting, MS Chat, Zircon Chat, and Lotus Sametime.  All of these applications, with varying degrees of success, allow people on different ships and shore commands to interact.  These technologies exist today but they cannot support automated distributed collaboration to address complex planning and execution.

4.4.1.2 Communications interruptions cause present systems to fail

4.4.2 Distributed Virtual Collaborative Environments

4.4.2.1 The only existing environments are initial first steps such as Collaborative Virtual Workstation, CVW, Groove Workspace, Knowledge Kinetics or INFOWORKSPACE.  Nothing is available today to carryout distributed collaborative execution of complex tasks such as dynamic planning and battle management.
 

4.4.3 Cooperative Intelligent Software Agents

Agents that can cooperate automatically to detect patterns of information at diverse locations and to provide correlated integrated information “push” to the users.  Information discovery and access agents need to be able to cooperate with the users’ task agents to be able to update their understanding of information needs based on current context and task.
  Typical tasks include automated logistics, planning, execution, replay, training and modeling/simulation.

4.4.3.1 Little capability for agent cooperation exists today except for specific  domains

4.4.3.2 True global collaboration is not available today.

4.4.3.3 There are scaling problems for large numbers of agents

4.4.3.4 Cooperating agents are limited to relatively straight forward problems in today’ environment

4.4.3.5 There are unexpected behavior issues associated with teams of  agents

4.5 Pervasive Computing/ Ubiquitous Computing
 
 
 

Mobile computers, sensors, biometrics, and communications that adapt to user’s needs and changing operational environments.
  Pervasive computing can be viewed as an emerging trend of embedding computer technologies into an increasing number of human artifacts, both fixed and mobile.  They are interconnected by the emerging ubiquitous network infrastructure and they interact with each other as well as with their human users.  Pervasive computing touches on numerous technical problem areas, including physical, wireless network technology, software and embedded operating system technology, middleware, security/reliability and human integration with the pervasive network.  

4.5.1 The adaptive automated computing support environment, that changes with the operational scenario, is not available
 

4.6 Remote Equipment Diagnostics

Assist the user by providing expert level analysis and recommended actions to resolve/troubleshoot systems.

4.6.1 At the present time, robust automated systems do not exist

4.6.2 Intelligent agents for real-time diagnostics are not available

4.6.3 Present decision support systems do not provide accurate, timely advice and understanding
4.7 Augmented Reality(AR)

An augmented reality system supplements the real world with virtual (computer generated) objects that appear to coexist in the same space as the real world.  AR systems combine real and virtual objects in a real environment, run interactive and in real time, and register/aligns real and virtual objects with each other.
 See Section 6.8

5 Automated Adaptive Dynamic Planning

This addresses the ability for humans and machines to work together to develop and update plans that adapt to the changing operational scenario.  The planning includes interaction and collaboration of organic and non-organic personnel and machines along with remote sensors, platforms and disadvantaged users. Each user brings a different perspective and these must be merged into a single approach to planning.

5.1 Decision Support Systems

Automated intelligent machine capabilities to work with operators, machines and sources of information to produce and adjust planning in support of Battle Management execution, Command and Control, resource allocation and logistics. See Section 2.2.2 and 4.2.

5.1.1 Current systems are manpower intensive and cannot adjust to changing operational conditions in a timely manner.
 
 

5.1.2 There is little feedback and little support for the discovery process

5.1.3 Unable to coordinate distributed planning processes that automatically adapt to a changing operational scenario with current systems

5.1.4 Current real time systems do not interface very well with near real time planning systems and validated M&S systems (See Section 8)

5.1.5 There are a number of S&T issues including limitations on computing platforms to perform deterministic operations research optimization algorithms as well as the real-time access to resource states in optimizing or dynamic repair of mission plans.  Maintenance and resource allocation systems are typically unavailable to mission planners while performing alternative courses of action.  Other issues are correlated to earlier sections of the technical taxonomy to include how mission planning data is transmitted or shared across platforms
.   In most cases, good metrics are required to determine operational succesS.

5.2 Cooperative Software Agents 

Agents that can cooperate automatically to represent their operator’s needs and facilitate planning.  The agent can locate and provide the users with the best available information and resources to carry out their collective missions.  Agents can assist the user in the information analysis, planning, alternative courses of action, situation understanding and decision support for other complex tasks.
5.2.1 There is some success with intra-agent cooperation but not much with inter-agent cooperation. 
(See Section 2.2.2.4 for additional deficiencies)

5.2.2 There are behavior issues with teams of interacting agents that must be able to act as a swarm

5.2.3 There are scaling problems and issues with combinatorial explosion.

5.3 Autonomous Intelligent Vehicles and Platforms

The capability of autonomous vehicles, platforms, and sensors to understand the operational scenario and to take the required actions to achieve its mission.
 See Sections 4.3 and 4.4 for deficiencies.

5.3.1 Requires robust, accurate machine learning that is not operationally available

5.3.2 Intelligent agents are not flexible or robust to make accurate decisions and practical plans, except in narrow domains

5.3.3 Decision support systems must be able to change with the operational scenario and that capability does not exist today.

5.3.4 Today’s autonomous vehicles have issues with high cost, small pay loads, short duration and latency

Human-Machine Interface (including disadvantaged users)

The creation of an intuitive easy to use two-way interface that provides for near optimal interaction between the user and the machine. This interaction includes text, speech, and nonverbal indications.  
    

· Present technology tends to be overloading and distracting to the user, degrading the human’s effectiveness

· Information integration is largely left to the individual users causing time delays

· Limited automation to support judgmental cognitive processes
 

· Current user interfaces require computer-like precision in the transactions rather than human-like dialog and interactive transactions

· The computer is not able to understand nonverbal indications, multiple languages and free form textual information. 

· The machine cannot ensure that the decision maker acknowledges and understands the implication of new or changed information
 

· The computing system cannot combine and fuse data and information into useful, accurate knowledge that allows the user to understand the situation and react accordingly in a timely manner.

5.4 Visualization of Operational Situations and Plans

The ability to examine complex situations and information with the associated capability to display and understand the operational scenario, potential consequences, network security, information integrity and operational plans.  This includes virtual displays and smart rooms.

5.4.1 Presentations are often relatively complex with minimal support for directing user attention to critical information

5.4.2 Little or no ability to view the dynamic situation, along with the history-to-present-to-projected future situation

5.4.3 Displays tend to present information by category with little assistance to the user for building an integrated understanding

5.4.4 Value of three dimensional displays has not been assessed

5.4.5 Inadequate ability to visualize the network to recognize subtle and suspicious activities that would affect information assurance

5.4.6 Visualization and display of huge data bases with associated uncertainty are not available today
  

5.5 Explanation Agents

The ability of the computer to explain the reasons for its recommendations and analysis.
5.5.1 Minimal capability exists for users to ask the automated system for underlying information that produced the information presented on the display; rudimentary drill down is the only significant support at present

5.5.2 True commonsense reasoning and explanation that is intuitive for the operator is not available in the operational environment

5.5.3 Agents that can track the decision maker’s actions and automatically advise the decision maker when situations change are not available today.
  See Section 2.2.2.3 and 2.2.2.4

5.6 Alerting and Cueing Agents (for system monitoring and control)

Software agents that constantly monitor systems for potential or real performance degradations and alert the operator or provide cues for actions to be taken. 
5.6.1 Minimal capabilities in current systems

5.6.2 Some limited use of automated cues and alerts within individual network domains but virtually no cross-domain for different military operations.

5.6.3 True cooperation and collaboration between humans and/or machines is not effective or timely

5.7 Natural Language and Foreign Language Understanding

The capability of the computer to understand free form natural language textual information.  This includes the machine understanding of the concepts and situations portrayed in the textual information. 

5.7.1 Interfaces with the system and the human require the operators to conform to rigid interaction forms and processes, with little ability to tolerate normal variances in the way humans interact

5.7.2 Semantic differences are not mediated to account for cultural variations in joint and coalition forces interactions

5.7.3 Machine text and speech understanding that is speaker independent and can accommodate a large vocabulary in a noisy and stressful environment is not available today

5.8 Hands-Free Human-System Interface

Two-way interaction with the computer that includes speech, nonverbal indications, and the acknowledgement by the computer that the user understands the criticality of the situation and that the user is taking the proper actions.

5.8.1 Little or no capability to support users outside of command post environments, when hands are occupied with tasks, other than keyboard and mouse are not understood by the system.  Nonverbal indications are not well understood.

5.9 I/O in Stressing Environments (Noise, Motion, etc.) for Mobile Field Operators

Human-system interfaces that can continue to perform their desired functions in the presence of mobile/battlefield conditions without degrading the prime mission of the warfighter.

5.9.1 Computer displays and interactions are not well adapted to vehicle or disadvantaged user motion and jitter

5.9.2 Manual keyboard and mouse are not adapted to support operations on the move

5.9.3 Intuitive virtual displays are not available today.

5.9.4 Mobile computing platforms have serious hardware limitations/constraints including power, size and weight which limit their use.  Commercial systems are not ruggedized nor tailored for the operational amphibious and special warfare forces environment.

5.10 Computer Aided Reasoning

5.10.1 Estimation and Inference Engines

The ability to derive intelligent conclusions from multiple sources of information and data, and then to present the findings to the operator.

5.10.1.1 Current systems cannot make accurate, timely conclusions and present these conclusions to the user in a cognitive manner.
5.11 Augmented Reality (See Section 4.7)

Assured Information Security and Integrity

This is the technology that prevents adversaries from determining information internal to the system or degrading system performance.  It involves a coordinated analysis of network security with associated response.  Need intrusion intolerant networks similar to fault tolerant systems.  Trust relations must be reestablished as well as coordinated network analysis.  Need visualization tools to deal with exabytes of data associated with network defense. Technology that ensures that information provided to the user is of the highest available quality and consistency, and provides the user with an understanding of that quality and validity.  At the present, there is no accurate means to assess the security of the network. This also addresses offensive information operations

5.12 Confidentiality 

This protects data in motion and at rest in systems that take advantage of commercial off the shelf sources

5.12.1 Key Management

5.12.1.1 There are issues with key management involving shared keys in dynamic networks such as multicast

5.12.2 Portable Encryption Devices 

5.12.2.1 Loss or capture of equipment can compromise the information integrity of the network as well as key information

5.12.3 High Speed Encryption Devices

5.12.3.1 Ready access is not available 
 for the disadvantaged users.  Power consumption is excessive to accommodate high-speed processing- need more MIPS per Watt

5.12.4 Encryption with Low Overhead

5.12.4.1 Current Navy encryption systems have high overhead for small packets.

5.12.5 User Protection

5.12.5.1 Inadequate means for anonymity for the user

5.13 Authentication

5.13.1 Limited authentication system exists for units afloat.
  

5.13.2 Biometrics, smart cards and digital signatures are not integrated into a systems implementation.

5.13.3 Facial recognition is not reliable

5.13.4 Voice recognition and understanding is not accurate in stressful environments or with high background noise

5.14 Audit and Analysis of Network Activities

5.14.1 Automated, efficient means of logging and archiving network activity, transactions and associated processing

5.14.1.1 Real-time analysis of information processing trails that identify anomalies do not exist

5.14.1.2 Existing audit trails can be compromised

5.14.1.3 As operating systems evolve, the audit systems do not keep up with the changes

5.14.1.4 The assessment of the state of the art of auditing and its usefulness is unknown. 
 

5.14.2 Efficient means of logging/archiving network activity and transactions for non-repudiation

5.14.2.1 Afloat units currently do very little in the way of logging and/or archiving network transactions.  

5.14.2.2 Network level encryption tends to increase header length especially for small packet sizes

5.15 Integrity 

5.15.1 Tamper Detection

5.15.1.1 Currently, there is no means of ascertaining whether or not a piece of data has been tampered.  The research issues are associated with Data Rights Management

5.15.2 Assessment and Presentation of Information Integrity

The means by which the quality, validity and consistency of data is presented to the recipient. 

5.15.2.1  At present, there are no good network visualization tools that help the user understand the security of the network.  Major issues associated with visualization of huge amounts of data.  See Sections 6.1 and 6.5 

5.16 Network Traffic Processing and Data base Interaction Analysis

5.16.1 Intrusion Detection Systems (IDS)

5.16.1.1 Currently, IDS systems exist at major commands; however, their use and reporting requirements are not standardized

5.16.1.2 Today’s capability is primarily manual and automated techniques do not work well in real time

5.16.1.3 Today’s IDS require a large amount of refining and tweaking to get them to work correctly.  A system that is more automated would be a substantial improvement over what is currently available.

5.16.1.4 No automated means for mobile code identification, verification and validation of trustworthiness

5.16.1.5 There is no comprehensive real-time monitoring of network wide intrusions and intrusion attempts to provide a coordinated consistent view of the entire network.
  

5.16.1.6 No ability to present the operators with a view of operational implications of network attacks

5.16.1.7 Adaptive learning to respond to new security threats is not available

5.16.2 Firewalls
5.16.2.1 Currently, firewall protection exists at the NOC.  Firewalls need to be established at the ship, so that they can appropriately filter information during an INFOCON alert.

5.16.3 Management

5.16.3.1 The Navy does not have an automated centralized means of managing firewalls.  Training will always be an issue and a means of having one organization able to push patches and updates to all Navy firewalls would improve security.

5.16.4 Internal Defenses  

5.16.4.1 The greatest advantage that a system administrator has over an intruder is knowledge of the terrain of the network.  The Navy needs to develop defenses that use this advantage to catch intruders.

5.16.4.2 A significant technology challenge is to develop and deploy user friendly updates and patches

5.16.5 Insider Threat Detection and Response

The detection and awareness of unusual internal activity by insider access that could cause information assurance problems or problematic network operations. This is a major portion of the information assurance equation. 

5.16.5.1 Automated pattern discovery of unusual or nefarious behavior from an insider threat perspective is not available today

5.16.5.2 Sensitive, intelligent, robust and learning decision support systems to detect insider threats are not available today

5.16.6 Response to Attack, Analysis and Mitigation

This addresses the automated network and infrastructure response to intrusion and insider threats with associated isolation and return to normalcy. Required functions include automated decision support for resource allocation, fault tolerance and detection of suspicious activity. This must be tightly coordinated with the situational awareness and network vulnerability analysis and visualization.  See Section 5-situation understanding

5.16.6.1 Network vulnerability and status visualization tools are not capable of displaying the situation in a timely and accurate manner.

5.16.6.2 There are no decision support tools that can deal with the huge amount of information in a timely fashion.  These decision support systems are required to recommend responses to the threat, execute automated responses, allocate resources and react to new threats and tactics.

5.16.7 Privilege/Data Rights Management

The multiple views of sensitive and secure information that allows each user to access the data and information that is appropriate for that particular user.  

5.16.7.1 Users at multiple levels of security and need-to-know cannot be accommodated within an integrated environment such as coalitions.

5.16.7.2 No ability to automatically infer need to know and ability to know based on current situation and user tasks 

5.16.8 Visualization and Situation Understanding

This includes visualization of the information network with a means of quickly conveying to the operator the necessary information concerning the security of the network and the integrity of the information on the network

5.17 Ensuring Trusted Systems

This addresses the problems of certification of operational systems, applications and mobile code.

5.17.1 Automated techniques are not available to accelerate the certification and accreditation of systems and Systems of Systems

5.17.2 All software code, including mobile software code and mobile agents, have their certifications of a trusted system removed when they leave their host-operating environment

5.17.3 No automated techniques to determine if a mobile software agent has been “turned” and to ensure other components remain trusted

5.18 Offensive Information Operations 

This provides offensive cyber warfare capability that allows the system to attack adversaries.  
This is integrated use of assigned and supporting capabilities and activities, mutually supported by intelligence, to affect adversary decision makers to achieve or promote specific objectives.  These capabilities and activities include but are not limited to operations security, military deception, psychological operations, electronic warfare, physical attack and/or destruction, and special information operations, and could also include computer network attack.  

5.18.1 Automated Attack Tools

Provides decision support systems to select an optimal set of responses for a given attack and military operational situation.  This includes responses to unexpected threats. 

5.18.1.1 Automated tools for decision support and resource allocation to support information operations are not available

5.19 Computer Aided Reasoning/ Pervasive Computing

This includes all of the automated analysis, assessment and decision support systems required to support information assurance and information operations.  See Sections 2.2.2 and 4.2

5.19.1 Estimation and Inference Engines

The ability to make reasonable conclusions from data, sensors, humans, and other sources of information 

5.19.1.1 No automated support is available today to evaluate the probable veracity or value of presented data, based on contextual and historical reasoning

5.19.1.2 No automated support exists to alert users to likely uncertainties, errors, or assumptions in presented information and conclusions. See Sections 2.2.2, 4.2.1 and 4.2.2

5.19.2 Mobile Agents 

Software Agents that serve as Avatars
 and Softbots to satisfy the user’s needs in the area of information integrity

5.19.2.1 No ability to insert automated agents at remote locations in the grid to evaluate information prior to and during the integration, assessment, and inference processes

5.19.2.2 No means to ensure assurance of software agents

5.19.2.3 There is no ability to protect agents from computing platforms that are not doing what agent presumes is being done.  

5.19.3 Confidence/Uncertainty Analysis

Means of determining the quality of information, and software updates, and tagging it in such a way that the user understands its pedigree.

5.19.3.1 No ability for the user to determine the quality of the information that is being received

5.19.4 Teams of Software Agents 

5.19.4.1 Unexpected behavior occurs with the interactions of intelligent agents 

5.19.4.2 Current systems of intelligent agents have become unstable and fail to achieve their operational goals

5.20 Detection of Covert Information

This includes the automated discovery of steganographic information
5.20.1 There are no automated means to accurately detect the presence of covert information in a timely manner

Modeling and Simulation  

This includes modeling and simulation applications, elements of which can be local or remote, which can operate in a rapid, integrated fashion to support commanders in their assessment of options for planning, replanning and execution.

5.21 Situation Awareness and Assessments

The use of modeling and simulation to understand the military scenario and to perform accurate assessments

5.21.1 Modeling and Simulation systems are too slow and inaccurate 


5.21.2 Modeling and Simulation is not capable of accurately assessing the security of a network for families of different potential security threats.  The present systems cannot accurately predict network status for alternative responses to adversarial threats.

5.21.3 No ability for distributed Modeling and Simulation systems to cooperate and collaborate to provide accurate assessments of the military operational situation

5.22 Course of Action Evaluation 

5.22.1 Modeling and Simulation systems do not provide accurate assessments under unexpected situations, tactics and environments.  This requires machine learning and improved models of complex events, situation and patterns.

5.22.2 No ability to simulate the likely tactical evolution based on current tactical situation information
5.23 Interoperability

The ability of heterogeneous systems to work together in a reliable manner

5.23.1 At present, interoperability of differing M&S models and algorithms with different resolution is not possible

� DARPA’s Future Combat System-Communications, FCS-C is an exception


� Spread spectrum acoustic communications techniques are needed to interconnect distributed sensors (acoustic, optical, RF, etc.) in the littoral.  There are bandwidth limitations caused by a dispersive, non-stable media. Acoustic communications relays may be needed to reach sensor grid nodes with a longer reachback (via fiber optics or RF)  


� Stability issues with multimedia signal processing in high compression environments must be addressed.  


� Flexible application of error correction codes are needed to facilitate linkages with non-stationary statistics, such as those characteristics of disadvantaged users subject to deep fades and dropouts associated with movement through urban environments, dense foliage, mountainous terrain, and wash-over (sea surface). This is particularly applicable to forward error correction for one-way linkages to covert operations


� There is relevant work on 802.11 wireless LAN that does dynamically change modulation and data rate to adjust to the link margin.  Also, the VRC-99 radio has made software changes to adaptively change data rate on a per-link basis.  Evaluation of this is underway.


� Nanotechnology options need to be examined and exploited


� MEMS solutions are not currently available for operational use.


� Retroreflection is a possible solution but not between disadvantaged users


� Experimental wireless routing protocols that discover neighbors and organize a network more robustly using satellite communications links and airborne nodes.


� User Datagram Protocol


� Transmission Control Protocol


� Stream Control Transport Protocol


� Reliable Multicast Transport protocol


� Real-time Transport Protocol


� Exposed-terminal problem.  Ref: “Does the IEEE 802.11 MAC protocol work well in multihop wireless ad hoc networks?,” Shugong Xu and Tarek Saadawi, IEEE Communications Magazine, pp 130-137, June 2001


� We now have some experience with experimental wireless routing protocols that support both forms of mobility, e.g., OLSR, AODV, UDAAN (BBN), BEN (Raytheon)


� At present, legacy applications do not work when there are changes in IP addresses for mobile users.


� Mobile adaptive ad hoc network is required to cue the needed data with the correct clutter free channel access-If directional antennas in the form of phased-array apertures are used to form a network and if there are fewer independent beams that there are neighbors to communicate with, then beam-hopping among neighbors will be required.  Forming a network with beam-hopping techniques requires a level of beam-pointing coordination that can be obtained only by a signaling protocol among neighbors.  This technology is in its infancy; we have some recent experience with the DARPA FCS-C program.  All approaches use an omni-directional signaling channel, which adds potential denial-of-service vulnerability.


� For example, SINCGAR networks know how to route within a SINCGARS subnet, but they would never know that there might be a better route to a destination via another medium from a given platform.  In this situation, the subnet needs to push the packet to a higher level where a more sophisticated router can redirect the packet.  In the situation where platforms support multiple radio networks exists, then improved technology is needed to calculate a metric that drives the routing decision.  The metric depends on a variety of factors, such as link quality, data rate, latency, packet priority, policy and security, to name a few parameters.


� ADNS is a smart resource manager


� Techniques such as neural networks, intelligent systems, genetic algorithms, etc., have not been applied to allow the system to respond to unexpected situations.


� This could include alternate paths, alternate modes of communication such as optical, RF and acoustics, or different network assets


� JTF WARNET is providing some capabilities in this area


� ONR is sponsoring XTCF


� There is some support from Multinational Coalition Wide Area Network (COWAN)


� Ralph Wachter has ongoing MURI and core program research in this area


� Relevant research includes Dr. Larry Rosenblum (NRL) and Jim Thomas (Pacific Northwest Labs)


� Task Force Web is a first step in addressing this issue


� Semantic Web Tools allow data on the web to be defined and linked in a way that can be used by machines, thus allowing rapid and automatic retrieval of needed information that is automatically driven by the system understanding of the military operational situation


� The Navy FNC programs such as Knowledge Superiority and Assurance (KSA) are addressing some of these issues


� Las Vegas has a system, NORA, that assists them in identifying unusual patterns or links, associated with gambling


�Neural networks could decrease the need for raw sensor data flow to higher level nodes in the network, thus decreasing the data throughput requirement for lower level subnets 


� Software agents are a metaphor for delegating authority to software.  The software agent is given a certain degree of autonomy to make choices and thus has some degree of intelligence


� Avatars are software agents that represent the human in the computer environment


�DARPA and industry investing heavily in this technology. (See DARPA ALP, Advanced Logistics Program, CoABS and ULTRALOG).  ONR has related agent infrastructure R&D in project, RETSINA


� ONR (Dr. Behzad Kamgar-Parsi), CMU (Dr. Katia Sycara), have some related research of integrating intelligent assistants into human teams.  The program, RETSINA, is a multi-agent infrastructure that gathers and fuses information.


� J2EE has been successful in narrow domains such as logistics


� This involves an arduous interview process with experts to determine subtle relationships including inheritance


� Ontology (as defined by Jim Hendler) – “A set of knowledge terms, including the vocabulary, the semantic interconnections and some simple rules of inference and logic.” See for example � HYPERLINK http://www.daml.org ��http://www.daml.org� and: DAML+OIL: An Ontology Language for the Semantic Web”, IEEE Intelligent Systems, September,/October, 2002


� The goal of the DARPA ontology effort is to provide data interoperability, intelligent search and retrieval, automated inferencing and natural language understanding.


� Cycorp has made greatest progress in this area with its CYC technology.   CYC’s goals are to capture all of the knowledge in an encyclopedia and to be able to achieve common sense reasoning


� See http://suo.ieee.org


�Need to incorporate space-time tags to data to allow active management of confidence measures in the fusion process (macro level) and coherent processing of randomly arrayed, heterogeneous (as well as homogeneous) sensors. 


� There is some heterogeneous correlation work, ASA, (Analysis Support Architecture) for COMINT and Imagery for the intelligence community. The intelligence community also sponsors SIGINT and IMINT correlation projects.  ONR is supporting XTCF.  Lincoln Labs has ongoing work.  


� PMA 201 is sponsoring more precise, automated target identification for autonomous platform applications


� Present purely statistical processing of heterogeneous sensors such as radar and acoustics are not reliable or accurate.  There is work at UCSB that is addressing automated approaches to register and to assign uncertainty of target tracks and identification


� There are issues with different systems and components interacting and handing-off information to include, where should the processing be performed?  What information should be communicated? 


� Dr. Dave Donahoe at Stanford has S&T projects dealing with non-stationary, non-independent and non-Bayesian inferencing


� This self organizing capability would aid in information access, sensor coverages and overall efficiency


� DARPA (LCDR Dylan Schmorrow, Ph. D.) has the Augmented Cognition program to extend, by an order of magnitude, the information management capacity of the human-computer warfighting integral.  It will develop and demonstrate quantifiable enhancements to human cognitive ability in diverse, stressful, operational environments.  Specifically, the program will empower a single human to carryout the functions currently performed by three or more individuals.  This is also related to Section 6.


� There is a need for deeper underlying reasoning, including analogical reasoning (Dr. Susan Chipman, U. of Pitt.


� AADC and other mission planning/execution systems are a first step


� Dr. Behzad Kamgar-Parsi is sponsoring related machine understanding work at ONR


� Dr. David Alberts (OSD C3I) is sponsoring related work, SENSEMAKING.  It addresses cognitive processing as it relates to capturing knowledge.


� 


� Dr. John Laird at U. of Michigan has relevant research


� (See work by McQuay of AFRL � HYPERLINK "http://www.collaborationforum.org" ��www.collaborationforum.org�) and also KSA FNC.


� Collaborative Services:  Collaborative services today consume a great amount of computing horsepower and bandwidth making it awkward for large numbers of users to simultaneously take advantage of their services.  The lower level services like Net meeting etc. are the only collaborative services employed today given their constraints on network/computing resources.  The virtual collaborative services in which higher resolution products are shared require dedicated minimum levels of connectivity and computing requirements to be effectively used/shared.  This is an area that the high performance computing initiatives is trying to address.


� There is work underway at NAWC Training System Center (NAWCTSD) working on virtual ranges.


� Also see Virtual Viacaas work- Harold Hawkins (ONR)


� Cooperative intelligent agents are a big 6.1 research issue.  Gary Toth (ONR) has an international Navy Cooperative Program looking at this issue, which is jointly funded by the USAF.   Five research concentration areas are being addressed


� Dr. Charles Ortiz (SRI)


� Dr. Katia Sycara (CMU) MURI, Multidiscipline University Research Initiative project


� See Mark Weiser’s article in Scientific America, September, 1991-The essence of pervasive computing is to create environments with embedded sensors and computers that enable seamless integration of computers and human users.  This makes computing and communication invisible while aiding human users to accomplish their tasks with great ease.


� See for example, “Second Annual Pervasive Computing 2001” at NIST, May 1-2, 2001 (www.nist.gov/pc2001)


� See IEEE Pervasive Computing, March, 2002 and Communications of ACM, December, 2002


� DR. Ralph Wachter (ONR) and Dr. Larry Rosenblum (NRL) conducted a workshop in this area in the summer of 2002


� A good example of pervasive/ubiquitous computing is HP’s COOL TOWN


� Dr. Wen Masters (ONR 311) and Dr. Harold Hawkins (ONR342)


� Technical issues include Discovery/Adaptation/Integration, Robustness/Security, Computational Complexity, Human Interface and Human Perception/Cognition-based formal techniques for data fusion, situation assessment and course of action analysis


� OSD (AT&L) has an initiative called the Surveillance and Knowledge Systems that have identified DOD objectives and metrics towards executing network centric operations.  The initiative is divided up among many areas including networks, sensing, information assurance, decision-making effectiveness, interoperability/ flexibility, and Common Picture quality.    This initiative has identified many metric based objectives and an assessment of DOD’s ability based upon today, 2007, 2010, and 2013.


� Azuma, Baillot, Behringer, Feiner, Julier and MacIntyre, “ Recent Advances in Augmented Reality”, IEEE Computer Graphics and Applications ( Nov/Dec 2001)


� This section addresses information richness and the ability to traverse the different information planes.  A graphic, created by VADM (ret) Cebrowski shows information richness increasing and time latency decreasing as you traverse between the Joint Planning Network, (time latency in minutes), joint Data Network (time latency in seconds, i.e. Link 11/16), and the Joint Composite Tracking Network (time latency in m. sec, i.e., CEC/TCN). 


� REDS, Real-time Extraction Decision Support, System (ONR)


� ASW Planning Littoral FNC and KSA FNC, Larry Green and BJ Ramsey (ONR)


� Tomahawk Land Attach Designator (ONR)


� DARPA has had a number of programs addressing this requirement as part of its’ active templates program of which only the necessary data to fill the templates within mission planning systems (in this case: Special Warfare Mission Planning System) to disadvantaged users.  Portions of ONR 311 6.1/6.2 programs have worked these issues in the past.


� Cooperative software agents:  There are numerous policy issues pertaining to the ability of software agents to traverse from system to system collecting or gathering information by design.  Current procedural implementation of firewalls between current systems does not permit the traversing of agents from platform to platform and this is an issue requiring greater S&T investment/focus.  The Pervasive Sensing Enabling Experimentation at the Naval War Collage and work in CoABS applications are examples of efforts currently addressing this issue.  Another policy/procedural issue of concern to this topic is the level of understanding by operational commanders and their willingness to allow mobile software code to execute on their hardware/systems without strong documentation of the mobile code’s actions/intents.  There seems to be a great concern that micromanagement may occur if an agent is collecting information that is unprocessed or polished by the originator as it reports back a particular state/outcome without preserving context.


� Being able to use cooperative software agents to traverse, compare and deconflict information between these domains is important and one requiring study/research.  Today, there are very few algorithms and approaches that have tackled this important problem which is the key to ensuring a common picture and executing NCW operations with dispersed platforms and heterogeneous computing platforms.


� Dr. Alan Schultz (ONR and NRL) has an FNC, Autonomous Operations, that addresses this area


� See The Technical Cooperative Program, TTCP, Information Visualization in C3I, Final Report C3I AG-3 (July, 2002).  This report discusses future displays including virtual reality displays, autostereoscopic displays, volumetric displays, frameless displays, retinal scanning/tracking displays, flat panel and flexible displays.  In addition, the report addresses computer graphics including 3D, level of detail representations, image based rendering, complex algorithms for image processing, augmented reality, computer graphics hardware, interaction techniques and adaptive visualization approaches


� Present techniques to reduce information overload are largely limited to decluttering and filtering tools


� Dr. Alberts’ Sensemaking Initiative has defined quantifiable metrics related to this topic.


� Current capabilities are manual/operator intensive and very few data aggregation/deconfliction algorithms employed


� Very few methods for tracking and deconfliction of information across networked dispersed platforms.  Tools exist for tracking changes within local databases but there are no tools developed which track changes and validate them in real-time/near real time across platforms.


� There are no common visualization tools deployed that traverse the services and systems.  Common situational awareness differs from platform to platform and system to system because the underlying algorithms and fusion/correlation engine differ.  This is an issue for Section 2 as well.


� Work at DARPA and NRL (Dr. Hank Dardy)


� Commonsense reasoning is discussed in Dr. Albert’s Sensemaking Initiative.  Dr. Letsky, ONR 342 and Dr. Hayes, EBR Inc. are two good points of contact


� In addition to responding or being adaptive to situational changes, current systems and algorithms developed are singular variable centric and not complex enough to handle interactions and mixed states of multiple variables.  Current system agents that track decision maker’s actions are binary or simplistic and incapable of handling complex binaries.


� Binary alerts are typical in today’s systems.  Either an event occurs or does not occur in cuing an operator.  Either a specific hit is detected or a target ingresses or egresses a specific area.  Complex alerting algorithms are unavailable.


� LCol. Sharon Veiss (DARPA) has a Mixed Initiative Human Machine Interface, MICA


� ONR 342 has worked with a number of wearable computing companies including VIA


� DARPA’s Augmented Cognition has goals to support computer based reasoning


� NSA will do most of the S&T.  DOE has some relevant work associated with loss of equipment


� Need software programmable approach for flexibility with regard to interoperability


� There is a need for encrypting variable length data packets with a minimal amount of overhead. For example, data packets are typically much larger than voice packets.  By setting the payload size of the encryption device to maximize data transfer, there will be a tremendous amount of waste encrypting the smaller voice traffic.


� Techniques such as onion skin routers are required


� Any authentication scheme, whether it involves biometrics, smart cards, digital signatures, etc., must be convenient for operators to use.  If it is too cumbersome or takes too long, the operator will find a way to circumvent the process that defeats the purpose of the authentication scheme (e.g., just leave the smart card in the machine when you leave the machine for a short period of time).  The Army has the lead in this area.


� For example iris recognition systems are accurate but issues associated with suitability and cost for deployment are unknown.


� The audit must address the transactions of the system as well as the transactions in the databases.  The identity of the useful information is yet to be determined


� Hashes are a means of checking if the data has been modified.  There may be more clever ways of doing this, but the Navy needs to field something.  In a network centric environment, information is just as important, if not more important, than ammunition.


� This will allow more subtle intrusion attempts to be correlated to develop a more sensitive intrusion tip-off system


� This problem is even subtler than the intrusion detection and response problem.  The insider is trusted and sophisticated techniques must be assembled to detect and respond to a trusted agent that is carrying out nefarious actions


� Avatars are software agents that represent the user in a simulation environment


� Swarming, “The Future of Conflict” John Arquilla and David Ronfeldt, RAND


� Note that STOW97 used distributed simulation effectively in some form of cooperative collaboration to do a first step toward wargaming assessments. 


� In order for M&S to provide accurate assessments under unexpected situations, tactics, and environments, there must be a means to represent the impacts of these entities (and their changes) in the simulations.  
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