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I.  ABSTRACT

The status and prospects of biomedical literature text mining are reviewed, within the broader context of science and technology (S&T) text mining.  High quality S&T text mining can: 

1) Enhance the retrieval of information from global S&T databases; 

2) Identify the technology infrastructure (authors, journals, organizations) of a technical area; 

3) Discover new technical concepts or new technical relationships from related or disparate technical literatures; 

4) Identify and categorize the main technical themes and sub-themes in a large body of technical literature; 

5) Identify the relationships between technical themes and infrastructure components;

6) Estimate global levels of emphasis in technical areas or sub-areas; use these results as the basis for S&T adequacy or deficiency judgements; 

7) Provide roadmaps of myriad research impacts.  

There are four main requirements for successful S&T text mining.  They are, in priority order: 

1) Motivation to expend the effort and resources for high quality S&T text mining;

2) Available teams of people with combined broad S&T experience and understanding of information technology applications to S&T text mining; 

3) Developed capability, protocols, and tools for extracting S&T information from text; 

4) Available S&T databases to process.  

Presently:

1) There is modest motivation in the user community to expend resources for high quality S&T text mining;

2) There are few teams that have the requisite broad S&T experience/ information technology understanding;

3) The capabilities and protocols for extracting useful information from S&T text require substantial development; and 

4) The S&T information readily available from technical databases is extremely limited relative to the S&T being performed.  

A serious coordinated and integrated multi-national effort is required to remedy this situation.

II.  INTRODUCTION

Science and technology form the core of modern economies and militaries.  Global S&T expenditures are in the neighborhood of $500-800B annually, depending on one’s definition of S&T.  No single organization, or even nation, can begin to cover the full spectrum of S&T development required for a modern competitive economy or military.  Cooperative S&T development efforts, leveraging, and awareness of external S&T efforts are required if an organization or nation is to remain competitive.

A primary method for maintaining awareness of external S&T efforts is analysis of the global S&T literature.  For successful analysis, the primary literature must be generated and made available, and techniques and protocols must exist for extracting useful information.  This paper addresses the status of S&T information availability, the status of information extraction techniques, and other requirements for high quality literature analysis.  The next section defines S&T text mining, and describes some S&T text mining capabilities and applications.  Subsequent sections address the requirements for high quality S&T text mining, and the status of how well these requirements are being met.  The summary and conclusions section provides some recommendations for overcoming the identified roadblocks.

III. DEFINITIONS AND APPLICATIONS

III-A.  Text Mining Definitions

Data mining is the extraction of useful information from any type of data.  In modern context, it is the employment of sophisticated computer algorithms to extract useful information from large quantities of data.  Text mining is an analogous procedure applied to large volumes of free unstructured text.  S&T text mining is the application of text mining to highly detailed technical material.  

The added complexity of text mining relative to data mining stems from the multiple meanings and interpretation of language, and their intrinsic dependence on context.  The complexity of S&T text mining relative to text mining of non-technical material arises from the need to generate a lexicon for each technical area mined, and the need to have technical experts participate in the analysis of the technical material.  In the remainder of this paper, only S&T text mining will be addressed.

III-B.  Text Mining Components

From the author’s perspective, there are three major components of S&T text mining.

1) Information Retrieval

2) Information Processing

3) Information Integration  

Information retrieval is the selection of documents or text segments from source text databases for further processing.  Information processing is the application of bibliometric and computational linguistics and clustering techniques to the retrieved text to typically provide ordering, classification, and quantification to the formerly unstructured material.  Information integration combines the computer output with the human cognitive processes to produce a greater understanding of the technical areas of interest.

III-C.  S&T Text Mining Applications

There are myriad S&T text mining capabilities, or applications, required for advanced information extraction from global S&T databases.  Later in this section, a number of potential S&T text mining applications will be described.  Before specific applications are presented, the issue of S&T text mining complexity will be discussed.  S&T text mining complexity is probably the major time and cost driver of S&T text mining studies, and is perhaps the least understood and appreciated aspect of S&T text mining.  It has led to more confusion about S&T text mining personnel, software, capability, and cost requirements than any other issue, and deserves some attention at this point.

The complexity of S&T text mining is a proxy term for the level of detail, effort, time, and cost required for a target application.  While there are many analysis parameters that affect the complexity of a particular application, there are two generic types of applications that determine the overall complexity level: sociological (overall trends) and analytical (specific details).

Sociological S&T text mining is aimed at providing a high-level understanding of a technical area for the non-expert.  It provides low resolution results such as gross trends and broad categorizations.  It typically involves working with high frequency phenomena (e.g., high frequency phrases, phrase combinations, etc), requires relatively modest inputs of technical expertise, is amenable to semi-automated analysis using available software, can typically be performed in a very short time period, and can be done at very low cost.  It provides little new information for the technical experts in a discipline, and may be counter-productive in providing the experts an image of S&T text mining having little new to offer.

Analytical S&T text mining is aimed at providing detailed insights to a technical area for the technical expert.  It can be applied at the micro or macro discipline level.  While it provides gross trends and broad categorizations to orient the customer initially, it eventually provides high resolution results such as the most detailed trends and lower level categorizations.  While it involves working with high frequency phenomena initially, it evolves eventually to the examination of very low frequency phenomena.  It alone has the capability to provide the technical expert with new information and insights about his/ her discipline, and the potential extrapolation of results and insights from other technical disciplines (related or disparate) to his/ her discipline of interest.  

In the author’s experience, every type of analytical S&T text mining application has required the examination of many thousands of highly technical phrases and phrase combinations (and bibliometric items), and has required that technical judgements be made on the disposition of each of these phrases.

THIS IS THE REALITY OF ANALYTICAL S&T TEXT MINING; THE SEARCH FOR A FEW NUGGETS OF INFORMATION IN AN OVERWHELMING SEA OF BACKGROUND CLUTTER.  

In contrast to the sociological S&T text mining, analytical S&T text mining requires substantial inputs of technical expertise from different technical disciplines, in conjunction with information technology expertise in applying the techniques and interpreting the data.  It is not overly amenable to semi-automated analysis using available software, but rather requires substantial intensive manual labor.  It requires substantial time, and a reasonable cost.

Now the specific S&T text mining applications will be discussed.    

1) Information Retrieval

S&T text mining can be used to enhance the retrieval of information from global S&T databases (Kostoff, 1997a, 1998, 1999a, 2000c).  The author has used all the S&T text mining components listed above to extract very comprehensive and highly relevant S&T information from global/ national semi-structured (free and structured text) S&T databases such as:

1a-Science Citation Index (compendium of 5300 journals addressing basic research)

1b-Engineering Compendex (compendium of 2600 journals addressing applied research and technology development)

1c-MEDLINE (journal medical literature covering basic and applied research)

1d-National Technical Information Service (reports from U. S. government-sponsored basic research to advanced development)

1e-INSPEC (journal and conference proceedings covering basic research to technology development in physics, electronics, computing)

1f-RADIUS (narratives of U. S. government agency R&D programs)

1g-IBM Patents (patent database)

Because of the critical importance of information retrieval for high quality biomedical text mining, the requirements for high quality biomedical information retrieval are presented in Appendix A. 

2) Infrastructure Identification

S&T text mining can be used to identify the technology infrastructure (authors, journals, organizations) of a technical area (Kostoff, 1997b, 1998, 1999a, 2000a, 2000b).  This infrastructure includes the authors (if known), journals, performing organizations, and countries.  Such information is valuable for identifying experts for technical workshops and review panels, and for planning site evaluation visits.

3) Literature-Based Discovery

S&T text mining can be used to discover new concepts or new relationships from literature, especially extrapolated from disparate literatures (Swanson, 1986, 1997, 1999; Smalheiser, 1994, 1998a, 1998b; Kostoff, 1999b; Hearst, 1999).  Such information can be used to identify promising research or technology opportunities, and promising new directions for research.  The published studies using this technique have all focused on the medical literature. 

4) Theme Identification

S&T text mining can be used for identifying the main technical themes or sub-themes in a large body of technical literature.  Visual categorization of phrases allows technical taxonomies (classification schemes) to be generated (Kostoff, 2000a, 2000c).  By categorizing phrases and counting frequencies, S&T text mining can also be used to estimate global levels of emphasis in technical areas or sub-areas.  These results can be used as the basis for S&T adequacy or deficiency judgements (Kostoff, 2000c).

5) Theme Relationship Identification

S&T text mining can be used to identify the relationships between technical themes, and between technical themes and infrastructure components (Kostoff, 1998, 1999a, 2000a, 2000c).  Such linkages are important not only in the development of science and technology, but have important corporate and defense intelligence applications, and can provide direction for program and organizational restructuring based on technical content.  Further, S&T text mining can generate taxonomies from the bottom-up, removing human subjectivity from the process to some extent.

6) Impact Roadmaps

S&T text mining can provide roadmaps of myriad research impacts (Del Rio, 2001).  Such information is useful for impact tracking and subsequent S&T sponsor presentations.  It provides performer organizations the ability to determine if the audience reached is the target audience.

IV. REQUIREMENTS FOR HIGH QUALITY S&T TEXT MINING

IV-A.  Overview

High quality S&T text mining provides the user a very accurate reflection of, and detailed insights into, all S&T that has been, and is being, conducted globally.  To obtain this capability, four major requirements must be met:

1) The user must be motivated to expend the time and resources required for such high quality product;

2) Teams of trained people with broad S&T experience and an understanding of information technology applications to S&T text mining must be available to do the mining; 

3) The S&T text mining applications, and the attendant information extraction techniques, protocols, and supporting software must be understood, developed, and readily available; 

4) The source text to be mined must be readily available.  

The status of how well these four requirements are being addressed will be discussed in some detail.

IV-B.  Status of Requirements

IV-B-1.  Motivation

The modest level of motivation to develop, demonstrate, and use S&T text mining is the primary roadblock to the advancement of S&T text mining today.  The author has informally surveyed technical performers and managers and administrators and evaluators across Federal agencies and companies over the past few years, and has found the following:

a) Modest Development Support

In contradiction to the overwhelming need for what S&T text mining can offer, there are very few serious S&T text mining development and demonstration programs being funded.  

b) Lack of Management Use

A survey of some Federal organizations sponsoring research into S&T text mining, performed in early 1998 prior to the author’s establishment of a pilot S&T text mining program, showed no evidence that S&T text mining was used to support R&D management in any of the sponsor organizations.

There are a number of reasons for this modest level of motivation, and they can be categorized under culture and information.

i) Culture

The cultural/ historical reasons stem from prior experiences technical personnel have had with S&T text mining, primarily information retrieval.  Technical people receive essentially no training in information retrieval, and their experience consists of giving a person trained in library science a few key words, and accepting the retrieved records as comprehensive.  Such a procedure is painless, effortless, short time, and very low cost.  The jump from this type of experience to the high intensity S&T text mining process described above is greater than many technical people are willing to accept today.

The program and project managers, S&T performers, and research evaluators and administrators to whom the author’s work has been targeted are sophisticated technically.  They have a very reasonable understanding of the S&T being conducted in their fields.  They will use S&T information retrieval/ text mining only if there is substantial value added, such as:

-retrieving documents in their field that they have not seen previously;

-obtaining insights about their field not seen previously;

-accessing documents from other fields, and;

-extrapolating innovative concepts from very disparate fields whose literature they would not ordinarily access.  

In practical terms, this translates into finding and analyzing the detailed low frequency technical phrases and phrase patterns, the 'needles in haystacks' from the global S&T literature.  Operationally, it means extracting, examining, and making judgements about many thousands of very detailed technical phrases and phrase patterns.

ii) Information

The information reasons stem from technical personnel being unaware of both the potentially substantial benefits from S&T text mining now and in the near future, and the capabilities and tools available now and in the near future.  Technical people have also been mislead by the unsupported promises of the vendors and developers as to what their software can do in essentially a semi-automated operational mode, with relatively little technical support and human labor required. 

Recently, the author has started to notice a positive shift in S&T text mining interest within the technical specialty community.  The more progressive technical journal editors have started to incorporate papers with a text mining component into their published journals.  For example, almost half of the author’s recent text mining papers have been published/ invited in the technical specialty journals (e.g., Journal of Aircraft, Chemical Reviews, Analytical Chemistry).  Diffusion of information technology concepts into the technical specialty literature will insure rapid dissemination to those with the greatest need for this capability, the end-point technical specialist users.

IV-B-2.  Personnel

Presently, and for the foreseeable future, high quality S&T text mining requires intensive human labor and thought.  It requires people with expertise in the specific technical disciplines being studied.  Because of the intrinsic nature of high quality S&T text mining to access literatures from many different technical disciplines (and potentially different database sources), and to require judgements on the phrase patterns in these diverse literatures, it requires people with understanding of these diverse literatures as well.  For example, the author is involved in a text mining study of bio-warfare agent prediction.  The text analysis requires knowledge of pathogenicity and genetic engineering of viruses (biomedical topics), as well as knowledge of aerosols and their transport through fluid media (engineering and physical science topics).  

Technical experts alone are insufficient for a full spectrum S&T text mining study.  People with information technology expertise, who understand how the information technology capabilities and techniques should be applied to S&T text mining, are required as well.

An on-going text mining literature survey shows that there are very few people actually developing the true text mining processes globally, and increasing the understanding of what text mining can offer.  For example, the only group actually publishing the results from the literature-based discovery text mining application is Swanson and Smalheiser (Swanson, 1986, 1997, 1999; Smalheiser, 1994, 1998a, 1998b).  Perhaps a couple of other people have written concept papers about literature-based discovery (Kostoff, 1999b, Hearst, 1999).  The literature-based discovery experience mirrors that of the other S&T text mining applications as well.  The research impact road-mapping application (Kostoff, 2000h) is being addressed by only one group.  There is a major mis-match between the potentially substantial benefits of these myriad S&T text mining approaches, and the number of researchers and developers who understand, advance, and apply them. 

IV-B-3.  Extraction Capability

There are two main technical steps in S&T text mining.  The first is to generate the text to be ‘mined’, and the second is to perform the ‘mining’.  The majority of S&T text mining today consists of the first information retrieval step, and only a very small amount of effort is devoted to actual ‘mining’.  This is due to technical and resource limitations. 

The automated phrase extraction algorithms, required to convert the free text to phrases and frequencies of occurrence as a necessary first step in the actual mining, leave much to be desired.  This is especially true for S&T free text, which the computer views as essentially a foreign language due to the extensive use of technical jargon. Poor performance by the automated phrase extraction algorithms can result in:

-lost candidate query terms for semi-automated information retrieval;

-lost new concepts for literature-based discovery;

-generation of incomplete taxonomies for classifying the technical discipline of interest, and;

-incorrect concept clustering.  

For clustering in particular, the non-retrieval of critical technical phrases by the phrase extractor will result in artificial cluster fragmentation.  Conversely, the retention of non-technical phrases by the phrase extractor will result in the generation of artificial mega-clusters.  

Detailed labor-intensive manual cleanup is therefore crucial to success. Thousands of phrases must be examined and culled by technical experts to insure that the appropriate high technical content phrases are generated in usable form.  This level of human effort required is not advertised by the software vendor community, and as a result, many users are disappointed by the results produced from the software alone.

However, even with the best phrase extraction algorithms, there is little understanding of the myriad applications possible, and how the extracted and culled phrases would be used to maximal advantage. Because of the aforementioned problem of insufficient S&T text mining researchers and developers, overall S&T text mining application understanding and development are slow.  

As an example, the author’s group has been examining concept clustering, literature-based discovery, and many other S&T text mining techniques and applications.  Specifically, the clustering appears to offer much promise in information retrieval, literature-based discovery, taxonomy development, and a host of other application areas that cannot be mentioned here.  It is foundational to S&T text mining.  Most of the published text clustering literature addresses new statistical clustering techniques, mainly in the context of document clustering.  While statistical clustering technique development is important, it represents the tip of the clustering roadblock iceberg.  It is not the major clustering barrier.  

In addition to the phrase extraction accuracy problem mentioned above, extensive technical expertise and labor are required to understand optimal phrase groupings into clusters, and to determine each cluster's central theme(s).  Again, thousands of detailed technical phrases must be examined and interpreted by technical experts to understand their inter-relationships, and the rationale for allocating them to specific clusters.  These requirements for extensive human involvement, labor, time, and technical expertise in the clustering process (and all other S&T text mining processes) are not reflected in the published literature.  

In summary, the published efforts in S&T text mining have barely begun to scratch the surface of what is possible with S&T text mining.  Funds need to be made available to expand these S&T text mining capabilities. 

IV-B-4.  Database Availability

An ideal Technology Watch system would provide access to information about every project being conducted globally.  However, there is a sequence of required steps that limits what can be accomplished in the information acquisition phase, and these are outlined.

a) S&T Documentation

Only a very modest fraction of S&T performed ever gets documented.  This is probably the major intrinsic limitation to high quality S&T text mining results. Except for academic researchers working on unclassified and non-proprietary projects, the remainder of S&T performers have little motivation for documenting their output (Kostoff, 2000b). Fundamentally, there are many more disincentives than incentives for publishing S&T results:

 i) For truly breakthrough research, from which the performer would be able to profit substantially, the incentives are to conceal rather than reveal. 

ii) For research that aims to uncover product problems, there is little motivation (from the vendor, sponsor, or developer) to advertise or amplify the mistakes made or the shortcuts taken. 

iii) For very focused S&T, the objective is to transition to a saleable product as quickly as possible; no rewards are forthcoming for documentation, and the time required for documentation reduces the time available for development. 

Insufficient documentation is not an academic issue; in a variety of ways, it retards the progress of future S&T and results in duplication. 

b) Database Inclusion

Of the performed S&T that is documented, only a very modest fraction is included in the major databases.  The contents of these knowledge repositories are determined by the database developers, not the S&T sponsors or the potential database users.  The developers have determined it is not cost-effective for them to include much of the material.

c) Database Accessibility

Of the documented S&T in the major databases, only a very modest fraction is realistically accessible by the users.  The databases are expensive to access, not very many people know of their existence, the interface formats are not standardized, and many of the search engines are not user-friendly. 

d) Information Retrieval

Of the published S&T accessed by the user, only a very modest fraction is retrieved because of poor information retrieval techniques (See Appendix A).  Interestingly, of the above problems, this is the one that attracts probably the most attention from the Information Technology (IT) community.  Because the IT community's focus is on selling search engine software, and automating the information retrieval process, they bypass the 'elbow grease' component required to get comprehensive and high signal-to-noise retrieval. 

IV-C.  Integration of S&T Text Mining with Strategic Management

If S&T text mining is used to support R&D management within an organization, it must be fully integrated with the strategic management process in order to have maximal impact (Kostoff, 1999c).  Present practices are to have S&T text mining, along with the other management support decision aids (peer review, roadmaps, metrics, etc) treated as an ad-hoc add-on, and conducted in isolation from the strategic management process.  In such a non-integrated management scenario, data from normal business practices drives the selection of organizational performance metrics, which in turn drives the selection of quantifiable organization objectives.  In an integrated strategic management environment, the objectives drive the metrics used to gauge progress, and the metrics in turn drive the data acquisition necessary to quantify the metrics.

V. SUMMARY AND CONCLUSIONS

S&T text mining offers potential benefits to:

1) Enhance the retrieval of information from global S&T databases; 

2) Identify the technology infrastructure (authors, journals, organizations) of a technical area; 

3) Discover new technical concepts or new technical relationships from related or disparate technical literatures; 

4) Identify and categorize the main technical themes and sub-themes in a large body of technical literature; 

5) Identify the relationships between technical themes and infrastructure components;

6) Estimate global levels of emphasis in technical areas or sub-areas; use these results as the basis for S&T adequacy or deficiency judgements;  

7) Provide roadmaps of myriad research impacts.  

There are four main requirements for successful S&T text mining:

1) Motivation to expend the effort and resources for high quality S&T text mining;

2) Available teams of people with combined broad S&T experience and understanding of information technology applications to S&T text mining; 

3) Developed capability, protocols, and tools for extracting S&T information from text; 

4) Available S&T databases to process.  

Present barriers to successful S&T text mining include:

1) There is only modest motivation in the user community to expend resources for high quality S&T text mining;

2) There are few teams that have the requisite broad S&T experience/ information technology understanding;

3) The capabilities and protocols for extracting useful information from S&T text require substantial development; and 

4) The S&T information readily available from technical databases is extremely limited relative to the S&T being performed.

Operationally, serious S&T text mining that will provide new technical information and insights to the sophisticated user requires:

1) Participation by technical experts

2) Participation by information technology experts

3) Detailed examination of, and judgements on, thousands of technical phrases and phrase patterns

4) Intensive manual labor

5) Reasonable time expenditure

6) Moderate cost expenditure

Overcoming these barriers, especially the database limitation problems, will require horizontal multi-national agreements.  The solutions will also require vertical agreements among the S&T sponsors, the database developers, the journal publishers and editors, and the S&T community as well.  Most importantly, overcoming these barriers will require a dedicated leadership that understands S&T text mining and the barriers to its successful implementation, and the establishment of a strategic plan for broadly implementing S&T text mining that coordinates the S&T producer nations.
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APPENDIX A - High Quality Information Retrieval for Biomedical R&D

Abstract.  The purpose of this appendix is to convey the importance of high quality information retrieval for maximizing progress in R&D, and to present generic protocols for constructing high quality literature queries.  The appendix begins with an example of the information retrieval limitations characteristic of present biomedical R&D practices, and ends with requirements for conducting high quality biomedical information retrieval.  

A1.  Introduction

For the past decade, the author has been developing methods for extracting useful information from large S&T text databases (Kostoff, 1997a). These methods have been based upon the latest information technology concepts and algorithms, and can offer literature searches that are extremely comprehensive with high signal-to-noise ratios.  As part of a recent assessment of information retrieval techniques, the author examined many biomedical studies that included literature searches.  The Science Citation Index (SCI) Abstracts of these studies contained the queries used for the literature surveys.  These queries had the following characteristics:

1) The source data came almost exclusively from Medline alone, except for those studies whose objective was to survey the Web resources available for the target medical issue;

2) The focus of most of the studies seemed to concentrate around narrowly defined medical problems, with little indication offered that supporting or related medical/ technical areas were of any interest;

3) The reported queries contained 3-6 phrases on average;

4) The phrases were either searcher-generated, or were the indexed terms from the Medline Mesh taxonomy.  No evidence was presented that an exhaustive search of author-generated terms was performed.

Queries with the above characteristics result in a deficient retrieved information base.  These deficiencies translate into limitations on the credibility and quality of study results and subsequent research and development (R&D), for the following reasons.

1) Searches that do not access the myriad databases available, and queries that do not result in comprehensive retrievals of the information available in the databases actually searched, result in only a fraction of the existing knowledge being available for study and R&D exploitation.

2) Searches and queries not designed to a) access literatures directly supportive of the target literature and b) access literatures related to the target literature by some common or intermediary thread, will not provide the insights and discoveries from these other disciplines that often result in innovations in the target discipline of primary interest [4].  

3) Queries that are severely restricted in length, that rely in large measure on generic indexer-supplied terms, and have not been extensively iterated with the author-supplied language in the source database, will be inadequate in capturing the myriad ways in which different authors describe the same concept, and will also yield many records that are non-relevant to the main technical themes of the study. 

In summary, these types of simple limited queries can result in two serious problems: a substantial amount of relevant literature is not retrieved, and a substantial amount of non-relevant literature is retrieved. As a result, the potential user is either overwhelmed with extraneous data, or is uninformed about existing valuable information, leading to potential duplication of effort and/ or R&D based on incomplete use of existing data.  All the subsequent data processing, both human and computerized, cannot compensate for these deficiencies in the base data quality. 

In contrast to these typical biomedical study Medline queries reported in the SCI Abstracts, the author's group has been developing information retrieval techniques using an iterative relevance feedback approach.  The source database queries result in retrieval of very comprehensive source database records that encompass direct and supporting literatures with very high ratios of desired/ undesired records.  Some of the queries consist of hundreds of terms (Kostoff, 2000c, 2000d).  In those specific cases, queries of this magnitude are necessary to achieve the retrieval comprehensiveness and ‘signal-to-noise’ ratio required.  Queries of a specific size are not a query development target; rather, the query development process produces a query of sufficient magnitude to achieve the target objectives of comprehensiveness and high relevance ratio. 

The reader interested in more details about the query development protocols discussed above, as well as the larger text mining context in which they are imbedded, is encouraged to contact the author.  An excellent overview of information retrieval techniques is contained in Greengrass (1997).  Many detailed information retrieval technique descriptions can be found in the TREC Conferences’ Proceedings on the NIST Web site, and the SIGIR Conferences’ Proceedings on the ACM Web site.

A2.  Importance of High Quality Information Retrieval to Support S&T

Information retrieval is one component of a larger information extraction and integration process.  To extract useful information from large volumes of semi-structured and unstructured S&T text, sophisticated text mining (TM) techniques have been generated (Kostoff, 1998, 1999a, 2000a, 2000c, 2000d).  TM could address the following specific issues that arise repeatedly in the conduct and management of R&D:

What R&D is being done globally;

Who is doing it;

What is the level of effort;

Where is it being done;

What are the major thrust areas;

What are the relationships among major thrust areas;

What are the relationships between major thrust areas and supporting areas, including the performing and archiving infrastructure;

What is not being done;

What are the promising directions for new research;

What are the innovations and discoveries?

These issues can be divided into two categories: infrastructure (who, where, when) and technical (what, why).  To address these issues comprehensively, TM techniques typically have four major generic components:

(1) Information retrieval to select raw textual data on which the information processing will be performed;

(2) Bibliometrics to identify the people, archival, institutional, and regional infrastructure of the topical domain being analyzed;

(3) Computational linguistics to extract topical themes of interest, and relationships among these themes and the infrastructure components:

(4) Visualization and/or other types of information display that summarize the TM analyses and results for the users/ customers.

While all four data mining components are important for a high quality useful product, good information retrieval is fundamental to the quality of the results and the latter three components. All the sophisticated bibliometrics and computational linguistics processing cannot compensate for insufficient or unfocused base data.

In order to maintain awareness of global R&D, effectively exploit its results, and remain at the cutting edge of R&D, the biomedical researchers, clinicians, and sponsors need to understand:

1)
R&D done in the past, to both exploit it presently and not repeat mistakes that were made in the previous development;

2)
R&D being conducted presently, to both leverage existing programs for optimal resource use and avoid duplication;

3)
R&D planned to be conducted, to allow a) strategic budgetary planning for future R&D transitions; b) planning strategic cost-sharing in areas of common interest; and c) withdrawal of planned budgets from areas of peripheral interest that will be addressed elsewhere. 

Any technology specialty community requires this information both in R&D areas directly related to its technologies of interest, and in allied and disparate technical fields as well.  These supporting technical areas can serve as sources of innovation and discovery for advancing the prime technical areas (4), and can help remove the underlying critical path barriers that serve as roadblocks to progress along the primary technical paths.  Some of the most revolutionary discoveries from TM/ information retrieval have occurred in the medical field, resulting from linking disparate literatures to the primary target literature (Smalheiser, 1994, 1998a, 1999b; Swanson, 1986, 1997, 1999).

Because of this interlocking nature of R&D, results from many different types of R&D efforts are required to produce advances in any specific area.  For example, advances in biomedical instrumentation require underlying advances in materials, electronics, signal processing, mathematical analysis, physics, chemistry, energy conversion, radiation sciences, solid and fluid mechanics, robotics and micro-technology, and other technologies depending on specific applications.  Maximum advances in non-invasive medical diagnostics require access to the latest science and engineering literature in remote sensing, non-destructive evaluation, signal and image processing, pattern recognition, multi-source data fusion, fluid dynamics, acoustics, robotics, materials, electronics, and many other disciplines.

A3.  Problems with Present Information Retrieval Approaches

The information retrieval/literature surveys performed by the R&D community have not kept pace with the breadth and expansion of literature available.   Present information retrieval approaches have four major intrinsic limitations:

1) They access only a fraction of available source databases, due to a combination of lack of knowledge of the existing databases, lack of interest in making the effort required to identify the complete scope of existing databases, and lack of appropriate tools and techniques to readily access the full spectrum of available data sources. 

2) They are typically limited to narrowly focused literatures, either due to the surveyor's lack of interest in going beyond the directly focused target area, or the surveyor's lack of knowledge about techniques and tools available to readily access allied and disparate literatures from which insights and discovery could be extrapolated.

3) They devote insufficient effort to query development, due to lack of time and other resources and/ or lack of understanding of the consequences of severely deficient queries on the quality of their subsequent R&D.

4) They are typically based on user-supplied terminology rather than database author-supplied terminology, due to lack of understanding the value of using author generated terms and/ or lack of knowledge of the tools and techniques available to extract query terms efficiently from the authors' own writings.

A4.  Requirements and Mechanics of High Quality Information Retrieval

A4.1.  Requirements

A high quality query should have the following operational characteristics:

1) Retrieve the maximum number of records in the technical discipline of interest

2) Retrieve substantial numbers of records in closely allied disciplines

3) Retrieve substantial numbers of records in disparate disciplines that have some connection to the technical discipline of interest

4) Retrieve records in aggregate with high signal-to-noise ratio (number of desirable records large compared to number of undesirable records)

5) Retrieve records with high marginal utility (each additional query term will retrieve large ratio of desirable to undesirable records)

6) Minimize query size to conform to limit requirements of search engine(s) used

Development of a high quality query requires:

1) Incorporation of technical experts;

2) In-depth understanding by the study performers of the contents and structure of the potential databases to be queried;

3) Sufficient technical breadth of the study performers in aggregate to understand the potentially different meanings and contexts that specific technical phrases could have when used in different technical areas and by different technical cultures (e.g., SPACE SATELLITES, SATELLITE CLINICS, SATELLITE TUMORS);

4) Understanding of the relation of these database contents to the problem of interest; and

5) Substantial time and effort on the part of the technical expert(s) and supporting information technologist(s).

Development of a high quality query is complex and time consuming, with attendant non-negligible costs.  The stringent and complex development requirements run counter to the unfounded assertions being promulgated by information technology algorithm developers and vendors: sophisticated tools exist that will allow low-cost non-experts to perform comprehensive and useful data retrieval and analysis with minimal expenditures of time and resources.

A4.2.  Mechanics

In order to meet the requirements for a high quality information retrieval process described in the previous section, the query development process generically needs to be full-text based and iterative, with relevance feedback and associated query expansion occurring during each iteration.   A small core group of documents relevant to the topic of interest is identified using a test query.  Unique characteristics of these core documents are identified from bibliometrics (authors, journals, institutions, sponsors, citations) and computational linguistics (phrase frequency and phrase proximity) analysis.  Patterns of bibliometrics and phrase relationships in existing fields are identified, the test query is modified (by some combination of human experts and intelligent agents) with new search term combinations that follow the newly identified patterns, and the process is repeated.  In addition, patterns of bibliometrics and phrase relationships that reflect extraneous non-relevant material are identified, and search terms that have the ability to remove non-relevant documents from the database are added to the modified query.  This iterative procedure continues until convergence is obtained, where relatively few new documents are found or few non-relevant documents are identified, even though new search terms are added.

The specific steps used in these generic relevance feedback approaches are summarized as follows:

1) Definition of study scope;

2) Generation of query development strategy;

3) Generation of test query;

4) Retrieval of records from database; selection of sample;

5) Division of sample records into relevant and non-relevant categories, or gradations of relevance;

6) Identification of bibliometric and linguistic patterns characteristic of each category.

In addition to using computational linguistics for characteristic pattern matching in the semi-structured databases’ text fields, the author has used bibliometrics for pattern matching in the following other fields to retrieve more relevant records:

6a) Author Field;

6b) Journal Field;

6c) Institution Field;

6d) Sponsor Field;

6e) Citation Field;

There are at least three ways in which the citation field can be used to help identify additional relevant papers.  

6ei) Papers that Cite Relevant Documents;

6eii) Papers Cited by Relevant Documents;

6eiii) Other Papers Cited by Paper that Cites Relevant Documents;

7) Identify marginal value of adding bibliometric and linguistic patterns to the query;

8) Construct modified query;

9) Repeat process until convergence obtained.

While the generic query development process is systematic as presented, it is neither mechanistic nor automated easily.  Judgement must be used at each detailed step, especially when using the linguistic patterns from the text fields to assist in the generation of new query terms.  Some of the complexities in the linguistics pattern identification will be summarized.

Linguistic patterns uniquely characteristic of each category (relevant and non-relevant records) are selected to modify the query.  The underlying assumption is that records in the source database that have the same linguistic patterns as the relevant records from the sample will have a high probability of being relevant, and records in the source database having the same linguistic patterns as the non-relevant records from the sample will also be non-relevant.  Linguistic patterns characteristic of the relevant records modify the query such that additional relevant records are retrieved from the source database.  Linguistic patterns characteristic of the non-relevant records modify the query such that existing and additional non-relevant records are not retrieved. 

To expand the relevant records retrieved, a phrase from the sample records should be added to the query if it:

1) appears predominately in the relevant record category;

2) has a high marginal utility based on the sample;

3) has reasons for its appearance in the relevant records that are understood well; and

4) IS PROJECTED TO RETRIEVE ADDITIONAL RECORDS FROM THE SOURCE DATABASE (E.G., SCI) MAINLY RELEVANT TO THE SCOPE OF THE STUDY.

If the candidate query phrase extracted from the sample was part of the test query, the source database occurrence projection is straight-forward. If the candidate query phrase extracted from the sample was not part of the test query, the actual source database occurrence ratio in relevant and non-relevant records may be far different from the projection based on the ratio of frequency of occurrence in each sample category.  The IR example discussed in the next paragraph is an excellent demonstration of the mis-estimate of total source database occurrence possible with use of a phrase derived from the linguistic patterns of the sample but not part of the initial test query.

As an example from the query development in a recent TM study on the discipline of TM, the phrase IR (an abbreviation for information retrieval used in many SCI Abstracts) was characteristic of predominantly relevant sample records, had a very high absolute frequency of occurrence in the sample, and had a high marginal utility based on the sample. However, it was not 'projected to retrieve additional records from the source database mainly relevant to the scope of the study'.  A test query of IR in the Science Citation Index source database showed that it occurred in 65740 records dating back to 1973.  Examination of only the first thirty of these records showed that IR is used in science and technology as an abbreviation for InfraRed (physics), Immuno-Reactivity (biology), Ischemia-Reperfusion (medicine), current(I) x resistance(R) (electronics), and Isovolume Relaxation (medical imaging).  IR occurs as an abbreviation for information retrieval in probably one percent of the total records retrieved containing IR, or less.  As a result, the phrase IR was not selected as a stand-alone query modification candidate.

Consider the implications of this real-world example.  Assume a query consists of 200 terms.  Assume 199 of these terms are selected correctly, according to the guidelines above.  If the 200th term were like IR above, then the query developer would have been swamped with an overwhelming deluge of unrelated records.  ONE MISTAKE IN QUERY SELECTION JUDGEMENT can be fatal for a high signal-to-noise product.

Careful judgement must be exercised when selecting each candidate phrase.  When potentially dominant relevant query modification terms extracted from the sample are being evaluated, one has to consider whether substantial amounts of non-relevant records will also be retrieved from use of the query term in the source database.   When potentially dominant non-relevant query modification terms extracted from the sample are being evaluated, one has to consider whether substantial amounts of relevant records will not be retrieved.

Thus, the relation of the candidate query term to the objectives of the study, and to the contents and scope of the total records in the full source database (i.e., all the records in the Science Citation Index, not just those retrieved by the test query), must be considered in query term selection. The quality of this selection procedure will depend upon the expert(s)' understanding of both the scope of the study and the different possible meanings of the candidate query term across many different areas of R&D.  This strong dependence of the query term selection process on the overall study context and scope makes the 'automatic' query term selection processes reported in the published literature very suspect.
A5.  Summary and Conclusions

Information retrieval plays a central role in modern day R&D.  Present-day information retrieval techniques in wide use have limited capabilities compared to what the state of information technology can provide.  Use of these inadequate retrieval techniques can result in an excess of non-relevant records, and retrieval of a fraction of the relevant records available, all of which translates into waste of limited R&D resources.  State-of-the-art information retrieval capabilities require time for high quality query development, and the costs of this development are not negligible.  The potential for net cost savings, due to the elimination of duplication and use of complete data possible with use of advanced queries, is high. 







