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Combat System (CS) and Command & Control
(C2) Systems are Not Currently Well Integrated
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« Combat system interface to GCCS-M is currently defined
by a point-to-point fixed message interface (WS 19702/1)

 Difficult to change on Aegis platforms

 Interface never implemented on SSDS platforms

* Very limited set of data is provided
* Filtered subset of combat system tracks and COP tracks
 Ability for operators to remotely log into GCCS-M applications

* Never implemented ability to access reference databases
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Objectives of Presentation <1 )
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« Describe the vision we have for integrating combat system
and C4l systems, services and data in a seamless
architecture

« Maximize information transparency between applications running
on combat systems networks and those on C4l networks

« Minimize application design complexity by defining interoperable
middleware services in each domain

 Integrated information assurance-in-depth architecture

« Explain how sharing data and services between CS and
C2 applications can reduce timelines for plan-do-assess-
replan cycle and allow operators to exploit available data
to achieve new capabilities



Outline of Presentation

* Warfighting/Operational Vision
* Integrated Architecture Vision

* Extending the CS-C2
Integrated Architecture Vision

e SumMmary
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Maritime C2:
Where are we now?

Commander s Intent
Navy POR Programs Daily Intentions
do not support most
of the NWP 3-32 tenets. f Maintain racks and Mabs”’
Request for Forces alignment
(Redployment) 9 Current Ops
omms, COP, Inte
Adjust _
apportionment Provide SA
NWP 3-32
NWP 5-01 Maritime Warfare at Goal is tofal\c;lldr_ess the
. ; tenets o aritime
Navy Planning Operational Level of War Operations at the OLW
Counter the Advance
Enemy the plan
Define Future Ops Mission Execution
(Intel, Mission Planning) Comply with (Tasks & Plans)
procedure

Rules of Engagement
(OPTASK Supplements)

COMMANDERS DEMAND EXPANSION OF THE RANGE OF C2 TOOLS 6




C2 Objective

* Produce a shared situation
display that includes not just
force/unit locations but
force/unit tasks, task status,
and progress toward achieving
overall objectives.

... or, in other words, ...

* Move our Maritime C2 systems
from “Who, & Where?” to
“Who, What, When, Where,
Why, & How ?”

Centralized Guidance
Federated Execution

Shared SA for Synchronization

Synchronizing the World
of Maritime C2

CPF, JTF, JFMCC MOC

“What is this unit tasked to do? )
. - Against what target?”

How are his tasks synchro-nized )
with his Force tasking?

Are there any readiness,
Logistics, NetCOP, METOC,
or Task Sync conflicts?

_____________________________
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What is the task status & mission |
effects status? :

Yomcocoocoooom—occoooco——oocoooo———ocooo===

______

Are there alternate resour-ces !
that could be assigned? !

Situation Adjust Maintain Advance Comply with Counter
Awareness \Apportionment Alignment the Plan N\ Procedures the Enemy

C—

Commander’s Control Measures
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Establish C2 Relationships and
Strategy for Deployment of Capabilities

: model & d 7 i
Maritime shared data model & data services National &
Operations + T |nte|-|rig%?1t§é
——-—:I_——“ _I-FTF “rF+1 | e | i
Centers 1= ~- fopysed-collection 3 ""-LLI\L N/w
7 >CCIRs, PIRs \ I / >Confirm Red OOB/COA‘s\_L A
\} »Decision info rqgts (DSTs) »Decision-focused triggery—f=n
> »Trks of interest »>Hi interest track info
/ N\ J>Measures of effects I 1) MOE/BDA indicators £
N K= LI LI\ N it )
| ' O L ] ~ >
~{ EEEEEEN L] 7 >Request Sensor status N+
. . \ /

»>Mission and tasking N ] >Provide trks of interests Y [
| >Commanders Intent >Provide NERF/EPL data |
— >Mission assessment Cue target locs & info_A= I

N> Re-planning y _ A
~ _ T T T
CHITA D Command & Confrol ]
N Jr ot i d‘own > Monitoring and Assessment Combat Systen
4L HTPrre~ H H H i
SR TR S ONLY. > Direction and Coordination
o™
)
¥ »>Tasking & Coordination ;Srir;soc;rix::::ts
—f >Measures of performance >Request NERF/EPL data
T\ »>Task progress >Target prosecution sta

Re-planning effects

Cross-
Domain et

»Request COA readiness
»Rqst unit/capab readiness
»Rqst Systems/Aircraft statys

»COA/Plan readiness
»Capability readiness data)
»Systems/Aircraft status

(Coalition) »Logistics status data C b S >Request logistics data
ompat sSuppoft
Groups, TODAY: NO COLLABORATION Support
Units 3 Commands
\a\ﬁ%ﬁ_; global Info grid, satsliits, tacticel ners & Facilities




C2/CS Envisioned Relationship

Maritime shared data modl & d8ta serviceg National &
Operations Theate
- Intelligenc

Centers -
Intelligence

- J ol EEREl
#Confirm Red OOBICOA
»Decision-focused trigger

»Decision info ryts (DSTs|
#Trks of interest »Hi interest track info
»Measures of effects ISRAO MOE/BDA indicators Invento ry
TODAY: TRACKS ONL - -
Mission and tasking :}?g;zgus:gzﬁnﬁa::;s D M ISS | O n P I an n e r
#Comranders Intent \ rovide NERF/EPL data =
E_ ;r}n::;anrr:"aizzessmm \ ue target locs & info L | n k M e S Sag eS
= eintCoalition/ Gaminand & Lantio Air Tasking Orders
;_1# /0 p > Monitoring and Assessmen ¢ a
7 ?%IRA?KGSOAE}!N” ¥ Direction and Coordination AY: o . Over|ays
THEE ¢
s G ensnrrstmus : g H
o [.f",:’;n'.,"m::&c l ﬁ \ o Tactical Readiness
er T s S
\!I\II\II H U";(;Arplan = Request C OA readil 3 ”H}I
Bg?”ﬁg_in i {’ »Capability readiness dat ;mz unit/capab readi sm‘ H'
. i Sy craft L
{Coalition) . '}'\Ii;rillssfgﬁ:fsﬂuamfs [ PzRequest logistis data__¢f Track Data
et © BEdld o] SLLL AR N ) A
Groups,  CHEHEm Support
Units 3 ‘ HHHH AT Commands
\x& 4 @fobai linf grid, sadeflite, tactical nefs & Facilities

PMW 150 is developing a C2 Architecture Description
Document (ADD) to serve as the same functionality as

IWS ADD
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Functional Pillars of Maritime C2

Intelligence & ISR Data
Collection Mgmt Fusion
Pillar < Ny Pillar
0= Cross-Pillar 5=
Conditions of Interest R/\W/B
Intel Queries & Alerts tracks
“drill- “drill-
down” down”
— —
e.g., info rqmt ‘ S ey e.g., ISR capabi
to support R e TR v e or net not ready,
task or decision
@=p 0=
Tasks Resources
drill- “drill-
down” down”
e.g., unit assigned to
E‘ task is not ready E‘
Planning, Execution Force, Unit, Network,
& Assessment Capabilities & Readiness
Pillar Pillar
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HHQ,
Joint, Coalition

£

JFMCC MOC

Align CDR’s
DIRECT
MONITOR
Prioritize Synchronize
~( targets & timeline
esource

‘Advance the
Plan

task

tasks status

TF/TG CDR

Subordinate Units,
CS/CSS, Combat Systems

(‘

>
>
>

>

>

>
>
>

>
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Ballistic Missile Defense
Intelligence Collection
Maritime Interdiction Operations (MIO)
« Law Enforcement Operations
» Visit, Board, Search and Seizure
» Blockade
UnderSea Warfare (USW)
* Anti-Submarine Warfare (ASW)
Mine Warfare (MIW)
* Mine Hunting
* Mine Clearance
« Offensive Mining
Anti-Surface Warfare (ASUW)
Amphibious Operations
Strike Operations Cruise missile
* Manned Aircraft
* Naval Fires
Humanitarian Assistance / Disaster Relief (HA/DR)
« Non-combatant Evacuation Operations (NEO)
Protection of Shipping at Sea / Freedom of Navigation
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CTF, TSC, Joint
Commander
SUBOPAUTH,
NOPF, NAVO,
ONI

Vertical
Sensor Arrays

Tactical ! l
Distributed Netted
System uuv




Outline of Presentation

» Warfighting/Operational Vision
* Integrated Architecture Vision

* Extending the CS-C2
Integrated Architecture Vision

e Summary
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Surface Combat System
Network-Based Architecture

Controlied i External Comms |
: N : i | METOC | | C2/ISR JPALS
Vehicles \: DDS CDL-N JTT :
(Alr, ! ! ) : )
surface, : ADNS TDL i Planning Alrc-gr?tf::)(;
underwater) ITTTTTTTTooooToooooooooees T
ImTTTToTTTTTTTToes ! Weapons '
' Sensors !
| Common Core Software ! Launchers i
! Radar Sensor Management (local) | i
i Track Management (Common Tactical Picture) i —{ Missiles !
! IEE Combat & Control (incl. Tactical Mission planning) ! !
: Weapon Management | — Decoys |
| == Vehicle Control (air, surface, underwater) | i
| Display / User Interface | '
! 1 — Torpedoes i
i 20U Computing Environment* i Guns i
| NCTR Computing Equipment | i
! Infrastructure Services (processors, displays, networks, i EA '
' storage, physical interfaces) ' |
i Acoustic i TTWCS '
i ! R
Combat A :
Syl o NavData |/ecpis-n|| AIS |!
Color Coding Trainer Readiness i | Fusion System !
IWS - Nav Nav |
AIR i o Tl’i’:linef Sensors i
Cal i c2 Aviation Logistics Total Ship o | I !
' |Trainers| | Trainers Systems Training System| ' Time | &ps — I
* Computing environment could be ' | | iyati :
combat system specific or total ship L _?9???_“_ _____________________________________________ | \ NaV|gat|on 1'4

______________________________________



Surface Combat System
Top Level Objective Architecture

Operational Command & Control
GCCs, NEICC, NCCT

Platform Adaptation
N . [ I i
External Communications Display I iattorm Vehicle Control
Domain Domain Piatform Specific Domain Vehicles
Specific Display y Fixed Wing
Guls Apps M " MH-60R
Link 16 R,L;c“;\fery Small Boats
STDLY Common Core Vehicle Vehicle Vehicle | Recoven -
JRE Domain . ensor
Link 11 - I Manager Coordinator Coordinator 1 usv
i Common
Link 22 Ci .
Display hicl Vehicle Vehicle
CDLN — c Apps Vehicle Weapon Controller
omms Scheduler f
Domain Coordinator Missiles
—_— DDS Interface Manager SM-2
bbs | Controller | TACSIT Gul ggm?te Operator —— SM-3
External Display Display Compes | | Taskmgmt Weapon Mgmt SM-6
IPRNET A IAMD et — ESSM
N - Comms Domain Coordinator Missile RAM
NIPRNET Coordinator Audiol —1| Controller ASROC
Display Video Collabora- Do
Renderer Support tion Mgmt i (one per missile)
JTT/IBS = Weapon Coordinator Weapons
Domain MK 41 VLS
Manager suw — MK 57 VLS
SPY-1 Coordinator Weapon MK 29 GMLS
DBR i | RAM GMLS
o Sensor Mgmt — Track Mgmt Domain Combat Cpntrol Engagement — [ | controller AM GML
SPQ-9B Domain Domain Domain Scheduler Coordinator MK 160 AGS
g e | Tacksever | ORI A
[ roecksener ] e Gos
SPS-67 e CIWS
SPS-73 Above Water support Domain Logistics TTWCS
SPS-74 Sensor Support Harpoon
UPX-29 Coordinator MK 36 DLS
UPX-37 n i i Ik
Multi- Tactical Tactical Readiness Data Nulka
CIWS (one per sensor) Below Water Source CorInDbat Decision Mission Assessment Reduction SLQ-32EA
MK 9 Sensor Integrator Support Planning OTST
SLQ-32 Coordinator ATT
EDO ESM " - Y NIXIE
. Tactical Shi
SEWIP Link Data Geodetic e Resource Tralnl[lg NLOS
EO/IR Manager Registration Assess Manager Domain —4
MEL(IS'?)R Combat Sensor
i H H Knowledge System Simulator/
Towed Sonar NaVIgatlon . - CC Support | Manager | Trainer ~L{ stimulator
Hull Sonar . Ship i
Domain Sensor Composite Services
Movement Tracker Tracker Training ASW
Coordinator Dev Env Trainer ='|
. Bridge Weapon
Bridge System  =——— Interface Planning Ew L] Simulator
Controller Infrastructure Cs. TS, Core T
Domain | Component | Network chﬁglr_n,?N Interior Data 1
| ‘QIID/SG Framework Security Comms Collector Ship Ext. Comms
nertial yro - - .
Water Speed Log SOA Core Computing Nav, Data Data ?or!trol || Simulator
Depth Sounder Services Resource Position Mediation Extraction/ rainer
Magnetic Compass | Mgmt & Time Services |__Recording | Computer Nav System
METOC Sensors Computing Distributed | | Messaging Data C.S Security/ | | Performance | Based Simulator
AIS Environment Objects Services Mgmt Info Assur. Analyzer Training

Computing Equipment Domain

Consoles

Displays

Cabinets Processors

Storage

Networks
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Information-Oriented Architecture Is Key to
Defining Reusable, Extensible Components

 Define a common data model and information standard

« Component-to-network interfaces, not component-to-component

« Component interfaces are coordinated* and authenticated**
 Exposeinformation and post for any authorized subscriber to access
* Producers of information don’t have to be aware of consumers

Component Component Component Component
Attributes Attributes Attributes Attributes
Services E Services Services Services

4 N 0 O 1 A

Data-Oriented API (Publish/Subscribe Model)

Information Architecture
— I —] II L — 1 , —

o L |T||'|| | |T||'|I| | A

Transport Services

*Coordinated = fully-specified IDD, Gov’'t CM via ICWG
**Authenticated = interface compliance test before acceptancel6



How C2, ISR Systems Are Built Today
& How They Can be Built In The Future

CLIENT SERVER ARCHITECTURES

« Each link is a tightly engineered point-to-point
connection

« Typical n? problem (n = # of connections) : More

point-to-point connections means LOTS OF life-
cycle time and costs

 Programs are the centers of gravity, and all data is
stored within them

« Each connection must be designed, built, tested,
and maintained

SERVICE ORIENTED ARCHITECTURES ,
Senvice Request

Pontal
« Less connections; Each program connects to a (‘& : (6.0. J2EE, NET)
central “bus” (..the enterprise service bus) > , .

* Relatively FAR FEWER connections, much less life-  -...c8g
cycle time and cost

« Data Sources are the centers of gravity, all data is
stored within data enclaves

» Focus is task or operational function

B28B

Interactions

117
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Today’s Shipboard Environment

(Direct interfaces, unique solutions, weak cross-domain integrati

MIDS

coLs res W1 MOS HSFB\M HFRGY DMRM Muos¥] VA B 21u RN | sses/ W s | Tv-orse
AN/USQ-167 Turnkey URC-141 SSR-1 urc-131 | | src-61 Terminal | | usQ-151 | || sci comms OE-556U
coLms 1 VS ADNS
UYQ-86 i USQ-155 USQ-144
ARC Ill
USQ-162 )

NAVSEA

&/
JSF ALIS
\_i

AIS
(URN-31)

-
PPLAN
b PDR-65A IPDS PEO C4I
JSLSCAD RADIAC MK26
MDO
i : JCAD II MFR II JBPDS I
l_AAG '_EMALS I RADIAC
C— J C—
SVDS
SXQ-10B
Internal WS Interfaces ' Non-Warfare Systems [=] Network

Distribution B
External WS Interfaces Space & Weight Istribution Bus 18




Desired Shipboard Environment

(Networked interfaces, common/interoperable solutions,
significant cross-domain integration)

xter

I MIDS I I CDL-S I Gertrude

nal Com tem
JTT-M mccpP SMQ-11 MUOS NMT
1

RCS
TTTTTT
| CDLMSI

ARC
210

I 1 T 1

| | | |
ARC | HFRG Il DMR " HSFB I | TV-DTS I
It

ADMACS
Blk 1l

Aviation Systems

Functional Enclave

Tactical Systems

DSVL

NAVSSI

Functional Enclave

Nav and HM&E
Systems

Functional Enclave

Functional Enclave

C4l Systems

. Interface Control

(@ZD Network Management

Functional Enclave
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CANES Services supports CS data exchange
with C2 Applications
whether onboard and offboard

Direct and LOS :
Len T TTTTTTTTTTTTTII I T - I,'/ HF Internet Protocol CORB__DefIned \\\
SWTRG-Defined N Digital Multichannel Radio Baselines / Full IA

Milstar terminal-to-terminal

!

Baselines / Platform IT

1

1 1

I 1
1 1 : :
! n :
| - :
| - i i Domain Boundary ( |
| ompat system ' = > !
1 ! = ©
! Infrastructure ' C4l External 8 = i

[ : g c
Display ¥ Communications é NOC é
1 1 M 1
! Sensor Management P WAN gateway c = !
! P 5 Ashore | !
: Track Management Pl SATCOM £ £ !
[ 1

i Combat Control P \ LOS communications /Q e !
i Weapon Management - ! E t \ J i
1 i ke : 1 1
! Vehicle Control S Pl > |- !
! . . c I [ : > 1
| Navigation g GEN :EER e Afloat internal ship networks DISN !
1 L. 1
i Training 8 | S: i > -é Afloat Core Services NIPRnet i
! Qupport / : ! S SIPRnet '
1 I 1
! Domain Boundary i ! N ’ NMCI !
1 1 1
| 1 L Allied |
| 4 A L etworks !
! RN C4l Applications J
\ PN GCCS-M /
| DDS, CDL-N, TDLs, JTT/IBS FEEN DGCSN /

Information Assurance is a Significant Hurdle to Resolve!
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Integrated Architecture Concepts
(Physical Interconnect View)

AN G

EC CDLMS CDL-N
N
A
N
A
N
N

NITES

CMS /) ADNS

Radars

EW
Combat CSIC2 IA

Systems Gatewa
LAN y

ASW

Weapons

P USW-DSS

Nav Data e
Fusion

//\\

S GPS

Training




Integrated Architecture Concepts
(Logical Interconnect View)

— = Pub/Sub msgs
- -+ = SOA Services

@ = Track Server

™

C2 WPN VC

FW

At Jore .

Infrastructure Services

Pub/Sub Middleware

GCCS-M
OTM USW-DSS
4
IMPS 1 | NITES
I
I

Afloat Core Services | IM

Common Computing Env. ADNS

Common Computing Env.

Ref DBs &
other C4l data

CS/C2 1A

Combat
Systems

LAN -
Track Data ( TS)

Readiness

Gateway | —

/o




Goal for CVN 78
C.S. Integration with GCCS-M

@ @ @ @ = C.S. Track Server

E = C2 Metadata Tagging/
Rule-based Decimation

C2 Gateway

(s)

\

Command & Control Systems

GCCS-M/MTC2 Enterprise Service Bus

Off Platform GCCS-M
.
w\ On Platform

OT™M <~— Z
W Open
Track COP Synch Tools 2 GCCS-M
/ Manager |« o 41
OTM
GCCS-M cOP Synch Too!S (OTM)
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ONR Limited Technical Experiment
Operational Node Description

* ONR LTE developing architectural
approaches and technology to:

Maximize information
transparency between
applications running on combat
systems networks and those on
C4l networks

Minimize application design
complexity by leveraging
middleware services in each
domain

Combat
System

|

IA Bridge

C2 Combat System
Gateway

!

C2 Core Services

C2 Information
Management

!

C2 Systems and
Applications

» CS will publish messages

IAW common data model
(tracks and readiness data)
and MH-60R video

Enclave boundary/isolation
Host-to-host authentication
and encryption (2-way SSL)
IC-ISM tags will be added to
CS data model to support
access control on C2 side

C2 metadata will be added on
C2 side based on CS DDS
topics to allow discovery
GUID and pedigree
standards needed

Decimation of track data will
occur on C2 track server

client side
24



ONR LTE Multi-Operational Nodes

Combat
System

IA Bridge

Combat
System

C2 Combat System
Gateway

IA Bridge

Combat
System

C2 Core Services

C2 Combat System
Gateway

IA Bridge

C2 Information
Management

C2 Core Services

C2 Combat System
Gateway

C2 Information
Management

C2 Core Services

Shipboard LAN

C2 Information
Management

Shipboard LAN

Shipboard LAN

C2 Systems and C2 Systems and C2 Systems and
Applications Applications Applications
ADNS WAN

25



Outline of Presentation

* Extending the CS-C2
Integrated Architecture Vision

26
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Automated Digital Networking System
(ADNS)

 ADNS is the WAN for the Navy
*  Deployed Mobile Networking for ships, submarines, aircraft, and shore stations

« Enclave independent
« SIPR, NIPR, JWICS, CENTRIXS, NSAnet, other

 RF path independent
- SATCOM
« Line of Sight (LOS)

« The ADNS Program ties together hardware, software, links and services
to provide a mobile Wide Area Network (WAN)
*  Network Routing Configurations/Architecture
»  Security posture (to conform with DOD requirements)
«  Connectivity of RF comms paths
»  Terrestrial Entry Points (NOC / NCTAMS)
 LAN interfaces (platform dependent)

28



Pre-Increment |

1988-1997

ADNS

Increment |
1997-2005 (Foc)

Evolutionary Development

Increment I
2004-2010 (Foc)

Increment Il
2009-2017 (Foc)

IP over RF

Transition Proteon to
Cisco Routers

Shipboard IP Network

Router Architecture

Integrated Transport of
Multiple Security Over
Single SATCOM Path

@?Mbps

Dynamic Fail-over

Increment |
Capabilities plus:

; * 1.8Mbps )

Traffic Distribution Over
Two SATCOM Paths with
Auto Failover/Restoral

Select 3 Bandwidth

y

Increment lla
Capabilities plus:

Fully Connected
Dynamic Bandwidth
Management

* 25/50 Mbps

Ciphertext Core

Between Links Guarantees Network
USMC Amphibious Application
1 Network Support Prioritization QoS IR ST
EOC Il Network Management Application Level Converged IP with

& Monitor

Monitoring

End-to-End QoS

Converged IP
Increment lla/llb

Increased Throughput

* Planned

Aggregate
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Information Dominance

Refe

CNO's Unifying Vision and Guiding Principles

Vision - "Pioneer, field and employ game-changing capabilities to ensure
Information Dominance over adversaries and Decision Superiority for
commanders, operational forces and the nation”

O First Principles Include:

v Every platform is a sensor v One operator controls multiple platforms

v Every sensor is networked v Emphasize UAS and autonomous platforms
v Build a little; test a lot v UAS's increasingly sea-based

v Spiral development/acquisition v Data discoverable and accessible

v Plug-n-play sensor payloads ¥ Missions drive requirements

v Reduce afloat/airborne manning v Commonality in interfaces, data links and

control stations
v Transition to remoted, automated
v Every shooter capable of using target data
v Collectors dynamically tasked derived from any sensor

12

rence: Information Dominance — A Vision for the U.S. Navy, CNO, 12/18/0

)
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Notional Joint UAS Control Segment
Software Framework

Local Display Display Distributed T

’ Integrated ‘ Integrated ’ Integrated ’ Integrated ’ Integrated ’ Integrated
App App App App App App

Supporting Services

- Threat Route Collection Task Navigation
UA Control Services o~ p!|a~nmng IS lﬂ ' W’eathe'
. Vehicle u’ _‘
Y Vehicl Sense & .
Auto T-O/L  Vehicle Status Control void — u A '@’
+ Rlanning Services

‘Q Media Track Access, Info Product
Recording Storage Ass Output

Comm
Handover Link Mgt Navigation ATC

W E e &

(V)
[=
©
©
(@)
-
=1
’ - =
l% u l';' l. “3, Content Management Services
Py Tactical i Audio
- Chat Msging Collaboration Comm
S, - )
3 e & W1
(%}
(] Track Exploit Find, Fix
Task i Aol
& Processmg Correlation Product Target
Weapons Control Services Blue Force Training  Network  SysHealth,
Weapon Weapon Find. Fix Link 16 Tracker Mgt Maint.

@@@B

Status Control Target
Displa Environment
Geodetic Mpgt \ Feedback

[ o (ol
v W @ 7

Combat System Focus C4l Focus




LOI 1-5 Relationship

® Lo
b} .‘
b !’.
- L¢3
Launch & Recovery
Equipment



Example

Hostile forces Integrated Targeting Service (HITS)
Purpose - Precision COMINT geolocation

EP-3 Deployed
- o
Vi

usmc
| Ground
| systems

s
NSA/CSS
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SATCOM Migration
Data Rates - Medium Ship

Kbps m WB - SHF MIL WB - CBSP m Protected EHF/AEHF GBS Rx-only [ Capability
Chart represents DDG capability Medium Ship includes CG, DDG, LSD, LPD 4-15

25,000 ADNS 111 25 Mbps
aggregate data
rate limitation

ﬁ —

i Capability Enablers:
1 * Broadcast (GBS)
z * Split IP (increases utilization)
* WGS (increases GBS data rate)
* Protected: AEHF & ATIP

Z * Wideband (primary)
* EBEM IP (ESEM) in FY12
* ADNS Inc lll FY12-FY17

* WGS FOC in FY18

20,000

10,000

5,000

FY10 FY11 FY12 FY13 FY14 FY15 FY16 FY16

Incremental upgrades to terminals, networks, & on-orbit assets result in increased data rates and

utilization. Data rates limited by COCOM allocations and Commercial Lease funding



QOutline of Presentation

* Warfighting/Operational Vision
* Integrated Architecture Vision

* Extending the CS-C2
Integrated Architecture Vision
over the WAN

e Summary
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IT Spending Trends

_ Example
Information Technology :

“Gartner raises 2010 global _— 8

IT spend forecast. It expects / 53616
the global IT industry to —
return to growth in 2010 and = US Fodoral Sales
grow 3.3% to $3.3 trillion” O Net Sales
Reference: \ /
http://www.livemint.com/2009/10/20233

740/Information-Technology--
Gartn.html

Reference: Cisco's Annual

Report 2009
http://www.cisco.com/web/about/ac49/ac
20/about_cisco_annual_reports.html

We need the ONR S&T to solve our Navy Unique challenges
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Remember IA

WHAT WILL THE
WARRIOR-GUARDIAN

OF THE FUTURE
LOOK LIKE ¢

The Economist

387



Summary

 The vision for integrating combat system and
C4l systems, services and data will:

* Maximize information transparency between
applications running on combat systems networks

and those on C4l networks
« Minimize application design complexity by defining
Interoperable middleware services in each domain
By sharing data and services between CS
and C2 applications can reduce timelines for

plan-do-assess-replan cycle and allow
operators to exploit available data to achieve

new capabilities
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